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Abstract
We present an interactive visualization system for exploring named entities and their relationships across
document collections. The system is designed around a graph-based representation that integrates three types of
nodes: documents, entity mentions, and entities. Connections capture two key relationship types: (i) identical
entities across contexts, and (ii) co-locations of mentions within documents. Multiple coordinated views enable
users to examine entity occurrences, discover clusters of related mentions, and explore higher-level entity group
relationships. To support lexible and iterative exploration, the interface ofers fuzzy views with approximate
connections, as well as tools for interactively editing the graph by adding or removing links, entities, and
mentions, as well as editing entity terms. Additional interaction features include iltering, mini-map navigation,
and export options to JSON or image formats for downstream analysis and reporting. This approach contributes
to human-centered exploration of entity-rich text data by combining graph visualization, interactive reinement,
and adaptable perspectives on relationships.
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1. Introduction

Textual data continues to grow at an unprecedented scale across domains such as scientiic publish-
ing, journalism, and social media, but also with the digitization of historical text corpora. Extracting
meaning from these large corpora requires more than keyword search or frequency analysis; it requires
understanding the entities mentioned in the text and the relationships between them. named entity
recognition (NER) and related information extraction methods provide a way to identify people, organi-
zations, locations, and other key entities. However, the resulting collections of mentions and links are
oten complex, redundant, and diicult to navigate without appropriate visualization and interaction
techniques.

Graph-based visualization ofers a natural way to represent entities and their relationships. Nodes
can represent documents, entity mentions, or consolidated entities, while edges capture relationships
such as co-location of mentions or equivalence of entities across contexts. Yet, static graph layouts
alone are insuicient for the exploration of large and ambiguous entity networks. What is needed
are interactive approaches that allow users to lexibly explore diferent levels of granularity, ilter and
reine connections, and iteratively adjust the structure of the graph to relect domain knowledge and
emerging insights.

In this paper, we introduce an interactive visualization system for entity-centric text exploration.
The system combines graph representations with multiple coordinated views, supporting fuzzy and
precise connections, user-driven graph editing, and export capabilities for integration with downstream
analysis pipelines. By emphasizing exploratory lexibility and human-centered control, our approach
bridges automatic information extraction with interactive sensemaking, enabling users to uncover
patterns and relationships in complex entity-rich text collections.
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2. Related Work

A number of prior works provide foundations for designing interactive visualization systems that
support exploration of large and complex text collections. Paul et al. [1] introduce TexTonic, a visual
analytics system that enables exploration through hierarchical clustering and direct manipulation of
terms. Their approach highlights how interactive interfaces can support users in dynamically engaging
with data to discover patterns and relationships among entities and mentions. In a complementary
direction, Lee et al. [2] expand design considerations for information visualization interactions beyond
the traditional mouse and keyboard. Their work underscores the importance of multimodal interaction,
which can broaden the accessibility and lexibility of visualization systems.

Scalability and performance are equally critical aspects of interactive visualization. Tao et al. [3]
present Kyrix, a system designed for large-scale web-based visualization, demonstrating techniques
for eicient pan and zoom interactions at scale. Their emphasis on performance optimization en-
sures responsiveness when managing very large datasets, an aspect directly relevant to maintaining
smooth exploration of entity-rich corpora. Such techniques align well with our use of fuzzy views and
approximate connections to facilitate exploratory analysis without sacriicing interactivity.

The need for robust navigation and iltering has also been well established. Al Nasar et al. [4]
discuss principles of interactive personal information management systems, emphasizing personalized
interfaces to help users manage large information collections. While their focus is on photographs and
videos, the principles are transferable to text-based entity exploration. Similarly, Sedig and Parsons [5]
propose a pattern-based framework for interaction design that supports complex cognitive activities,
providing conceptual guidance for structuring interactions within entity exploration systems.

Editing and reinement capabilities form another important dimension of related work. Satyanarayan
et al. [6] propose Reactive Vega, a declarative framework for specifying interactive visualizations. Their
approach demonstrates how lexible editing, speciication, and interaction can empower users to tailor
visualizations to their analytical needs. This perspective informs our focus on enabling users to add,
remove, and reine entities and connections within the graph representation.

Recent work has advanced domain-speciic analytical systems enhanced with graph-based visual-
izations. Rahman et al. [7] present DiaVis, a dashboard for iterative exploration of diabetes-related
data, highlighting the beneits of reinement cycles for sustaining engagementۚan insight we adopt for
entity-level analysis. Heberle et al. [8] propose a web-based system for biological networks that employs
rule-based iltering and automated layout generation to support scalable exploration. Similarly, Kwak
et al. [9] develop a visual analytics framework for stroke care networks, using multiple coordinated
views to capture patterns across diferent levels of analysis, from national to community scale. In
cybersecurity, a recent system by Razbelj et al. [10] introduces a graph-based approach to visualizing
honeypot-captured attacks, enabling interactive exploration of large, heterogeneous datasets to detect
recurring patterns and uncover hidden connections. Collectively, these systems demonstrate how
interactive visualization, iltering, and scalable layouts can support domain-speciic analysis.

Finally, Mongiovì and Gangemi [11] propose GRAAL, a graph-based retrieval system for collecting
related passages across multiple documents. By emphasizing semantic interactions and subgraph
representations, GRAAL directly addresses the challenge of identifying co-occurring entity mentions
in large text collections. Their methodology provides valuable inspiration for incorporating semantic
relationships into our proposed interactive visualization system.

Prior research has contributed foundational techniques in multimodal interaction, scalability, nav-
igation, iterative exploration, and semantic graph analysis. Building on these works, our system
integrates and extends these ideas into a uniied framework for interactive exploration, reinement, and
visualization of named entities across large text corpora.
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3. Design Principles

In this section, we highlight key limitations of existing named entity visualization systems and draw
from the broader visualization literature to derive ive core design principles for our approach:

• Integrated data exploration and visualization – Graph-based visualizations of named entities
oten involve selecting a subset of entities and relations from a larger corpus, the scope and
relevance of which may not be known in advance. This selection process can become labor-
intensive if performed manually. Existing network visualization systems oten assume that
all entities and relations in a dataset are to be included in the visualization, overlooking the
exploratory step required to identify subsets of interest. This can result in cluttered or unreadable
graphs, as well as delays in achieving meaningful insights.

• Cross-Document Entity Relations – Beyond the classiication of individual mentions, named
entity linking (NEL) and coreference extraction are oten employed to linkmultiple entity instances
that refer to the same underlying entity. This task extends both within a document, where entities
may appear under diferent surface forms, abbreviations, or titles, and across documents, where
mentions must be linked despite variation in spelling, context, or language. Commonly used
named entity visualizations, such as displaCy [12] (see ig. 1 (let), struggle to showcase such
relations efectively as they are only depicted as properties of individual entity instances.

• Retaining the Fuzziness of Entity Data – Information extraction processes related to named
entities, such as NER and NEL, rarely yield unambiguous results, especially for historical and
heterogeneous corpora, where metadata is oten incomplete [13]. Instead, they oten produce
multiple candidate entities and relations with associated conidence scores [14, 15]. Instead of
only preserving the ۢbest guess ,ۣ we aim to showcase multiple candidates and let the researcher
explore the spectrum of possible interpretations.

• Optional automation – While automation is critical for making graph visualizations accessible,
it should not eliminate authorial control. Meaningful network visualizations oten require manual
reinement, such as pruning peripheral nodes, re-weighting edges, or emphasizing particular
subgraphs. Automation should therefore serve as an initial scafold, enabling authors to iteratively
adjust and enhance the visualization to highlight the most relevant aspects of the data.

• Progressive visualization – Interactive graph exploration depends heavily on timely and
comprehensible visual feedback. Research indicates that user interactions should produce visual
responses within 50–100 ms to maintain a luid sense of control [16]. At the same time, sudden
or large-scale layout changes can disorient users and obscure the perceived impact of their
actions. Progressive visualization techniques [17] mitigate these issues by subdividing expensive
computations, such as force-directed layouts or entity disambiguation steps, into incremental
updates with smooth transitions [18]. This approach provides clarity and responsiveness while
supporting iterative exploration of large or evolving networks.

4. System Design

NERVIS is an interactive web-based system for graph visualization and editing, implemented using
HTML, CSS, TypeScript, and React framework1. The system is designed around a modular architecture
that separates data management, visualization, and user interaction. At its core, NERVIS maintains
structured data models that represent nodes, edges, and associated metadata, enabling eicient storage,
retrieval, and manipulation of graph information. These models feed into a graph visualization pipeline,

1https://react.dev
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which computes layouts, applies styling and interaction rules, and renders the graph for exploration
and analysis.

The user interface provides direct access to the system’s functionality, allowing users to inspect and
modify graph elements, control visualization parameters, and apply ilters. The interface is organized
into distinct components that facilitate navigation, node-level editing, and rule-based iltering, providing
a cohesive environment for interactive graph analysis.

4.1. Data Model

In this section, we present the data model underlying NERVIS, designed according to the principles of
Cross-Document Entity Relations and Retaining the Fuzziness of Entity Data (see section 3).

Typical text-based named entity visualizations represent entities as annotated spans over a sequence
of tokens (see ig. 1, let). To extend this approach to a network graph spanning multiple documents,
entities are irst reformulated as entity instance nodes, while token sequences are abstracted into document
nodes (ig. 1, middle). Although this representation captures basic entity-document relationships, it
cannot efectively represent higher-level relations, such as links between mentions of the same entity
across diferent documents. To address this, entity instance nodes are further separated into mention
nodes, representing individual occurrences of an entity within a document, and entity nodes, representing
the underlying entity itself (ig. 1, right).

Both entity and mention nodes include an entity class property derived from the CoNLL-2003
dataset [19], which classiies named entities as Person, Organization, Location, or Miscellaneous. This
classiication was chosen because it underpins many state-of-the-art NER methods [14]. To maintain the
principle of data fuzziness, mentions are not strictly constrained to match the class of their connected
entity, enabling the system to highlight potential inconsistencies while allowing users to correct them
at their discretion.

Figure 1: Data model diagrams for text-based named entity visualizations from displaCy [12] (let), simple

document-entity model (middle), and proposed document-mention-entity model (right).

The data model also deines four types of connections i.e., graph edges. First, mention-to-document
and mention-to-entity connections relect relationships provided in the input data, and as per design
principles, impose no limit on the number of entities a mention may be associated with. Second,
mention-collocation connections capture which mentions occur within the same sentence. Finally, a
virtual entity-to-document connection is introduced to facilitate observation of cross-document entity
relations and to enable more eicient iltering and exploration of the graph.

4.2. Visualization Pipeline

The NERVIS visualization pipeline is illustrated in ig. 2 and is modeled ater the classical visualization
pipeline framework [20]. It is designed to transform the structured data described in section 4.1 into an
interactive graph representation, and is organized into ive main stages:

1. View Filtering – The structural abstraction of the graph is adjusted to emphasize diferent levels
of detail in the visualization.

2. Data Filtering – Input data is reined according to user-speciied criteria, such as rule-based
ilters, user selection, or document subsets, to focus the visualization on relevant nodes and edges.
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3. Data Mapping – Filtered data is mapped onto geometric structures, with selected elements
optionally receiving additional visual emphasis based on user interactions.

4. Layout Creation – Node and edge positions are computed to produce a spatial arrangement
that highlights relational structures and preserves graph readability.

5. Rendering - The graph is visually rendered on the display.

Figure 2: NERVIS visualization pipeline. Orange and gey nodes indicate intractable and uninterpretable stages

respectively. Green nodes indicate intermediary data representations.

4.2.1. View Filtering

The irst stage of the pipeline allows users to toggle between two structural views of the graph: the
default Document–Mention–Entity (D–M–E) view and a simpliied Document–Entity (D–E) view. In
the D–E view, mention nodes are abstracted away and replaced with virtual entity-to-document edges,
producing a more concise visualization that emphasizes cross-document entity relations.

This choice directly shapes the set of nodes and edges made available to subsequent stages of the
pipeline. By selecting the D–M–E view, users retain the full detail of entity mentions within documents,
enabling ine-grained exploration of textual annotations. By contrast, the D–E view allows users to
focus on higher-level relationships across documents without the visual clutter of mention nodes.

Figure 3: A comparison of Document–Mention–Entity view (let) and Document–Entity view (right).

4.2.2. Data Filtering

To satisfy the Integrated Data Exploration and Visualization design principle (see section 3), NERVIS
supports interactive iltering of the input data. Inspired by other network visualization tools (e.g.,
PatientFlow [9] and CellNetVis [8]), we implement two iltering steps:

1. Focus ilter – This ilter allows the user to specify a node or edge of interest. Two focus ilters can
be applied concurrently: the selection ilter and the node focus ilter. The selection ilter highlights
a chosen node by removing all edges that do not connect it to its neighbors, reducing ambiguity
in dense graphs. The node focus ilter removes all nodes and edges not directly connected to a
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speciied node, enabling users to concentrate on the local neighborhood of interest. If applied
concurrently, they are designed not to conlict with each other; the selection ilter will not remove
edges of the focused node and vice versa.

2. Rule ilter – This ilter allows users to control which types of nodes and edges are displayed
based on their properties. Filtering can be performed by node type (e.g., document, mention,
entity), by entity class (e.g., Person, Location), or by any combination of these criteria.

The complete iltering algorithm is illustrated in ig. 4.
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Figure 4: Node (top) and edge (bottom) filtering algorithm flowchart.

4.2.3. Data Mapping

In the data mapping stage, the iltered data is transformed into geometric structures that will be rendered
in the inal visualization. This process is subject to two key constraints. First, the number of nodes
can reach several thousand, requiring the use of simple and recognizable shapes to maintain clarity in
high-density graphs. Second, the layout algorithms, described in section 4.2.4, are similarly limited to
simple geometric structures to ensure computational eiciency and maintain performance.

To satisfy these constraints, each node is represented as a circle, with size and color encoding its type.
To support a variety of use cases, two color schemes are provided: one based on node type and another
based on entity class. Additionally, to enhance visual distinction and improve user interpretation, a
pictogram indicating the node’s class and type is displayed. Examples of the resulting node structures
are shown in ig. 5.

4.2.4. Layout Creation

In the layout creation step, the positions of nodes within the graph are determined. In line with
the design principle of optional automation (see section 3), NERVIS allows users to either employ an
automated layout algorithm or manually adjust node positions. For automated layout generation, we
use the ForceAtlas2 algorithm [21], which is eicient and supports iterative computation, aligning with
our design principle of progressive visualization.

152



Figure 5: Visual structures used to depict diferent node types. The top row shows a document node. The

middle row illustrates mention nodes (let) and entity nodes (right) across diferent entity classes. The bottom

row depicts mention and entity nodes using an entity class-based color scheme. From let to right the individual

node pictograms depict person, location, organization and miscellaneous entity classes.

We employ the implementation provided by the Graphology framework [22], which leverages the
Web Workers API2 to multithread the computation, ensuring that the user interface remains responsive
during layout processing. An example of a layout produced by the ForceAtlas2 algorithm is shown
in ig. 6.

4.2.5. Rendering

Rendering constitutes the inal stage of the visualization pipeline, responsible for producing the visual
representation of the graph on the user interface. To ensure a smooth and responsive experience when
visualizing high-density graphs, NERVIS integrates the Sigma.js3 framework. Sigma.js employs an
instance-based WebGL rendering pipeline, allowing computations to be oloaded to the GPU and fully
leveraging modern graphics hardware for high-performance visualization.

One limitation of this rasterized rendering approach is that it does not produce vector-based outputs,
which restricts the possibility of external post-processing or vector editing of the visualization. However,
this is compensated by a comprehensive set of in-system editing tools, including node manipulation,
focus and rule iltering, and layout adjustments, which allow users to modify the graphwithout requiring
external editing.

4.3. User Interface

The NERVIS system provides a user interface for interactive graph exploration and editing (see ig. 6).
The main display (1) presents the graph produced by the visualization pipeline described in section 4.2,
enabling detailed inspection of nodes and edges. Additionally, the event-based interaction system
allows direct selection, movement, and deletion of nodes and edges on the main display. The node
editing widget (2) allows direct modiication of node attributes and properties within the interface, and
also supports immediate update of the visualized nodes.

The toolbar (3) ofers core worklow functions, including graph import and export, view toggling,
and activation of focus ilters to highlight or hide speciic portions of the graph. The toolbar also allows
for eicient search and selection of nodes within the graph, utilizing MiniSearch4, an eicient full-text
search engine for JavaScript. A minimap (4) provides an overview of the graph layout, assisting in
navigation and orientation on larger graphs. The rule ilter panel (5) permits selective iltering according
to user-deined criteria, allowing attention to be directed toward relevant patterns and relationships.
The node actions panel (6) allows access to three context-sensitive operations: contextual zoom, which
sets the view to encompass the node and its visible neighbors, the activation of the node focus ilter
(see section 4.2.2), and node deletion.

2https://html.spec.whatwg.org/multipage/workers.html
3https://github.com/jacomyal/sigma.js
4https://github.com/lucaong/minisearch
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Figure 6: Overview of NERVIS graphical user interface. (1) Graph rendered using the visualization pipeline

described in section 4.2. (2) Node editing widget (3) Toolbar. (4) Graph’s minimap. (5) Selection of rule filters. (6)

Node-specific actions and filters.

5. Expert Evaluation

Because NERVIS builds on established technologies, such as the Sigma.js rendering framework for
GPU-accelerated graph drawing, a dedicated performance evaluation was not conducted. Instead, we
carried out an expert evaluation to assess the system as a whole, focusing on usability, interaction
design, and the extent to which the implemented features support the intended worklows.

We discussed the resulting system with a Digital Humanities (DH) scholar studying historical print
media, investigating relationships and representations of historical igures and geographic locations.
Since systems for NER and NEL perform worse than humans, historians have learned to be very
skeptical of purely computer-based approaches. In order to make historical research reliable, sotware
for interacting with computer-produced results is a critical part of the DH research process.

Ater initial consultation set the stage and expectations, we performed two rounds of expert system
evaluation with synthetic data. Ater preliminary evaluation, the feature requests were prioritized and
the most important ones were implemented. Ater the inal round, the expert judged the system to be
mature enough for use in real-life setting. They also composed the list of possible future improvements,
additions and extensions.

In the initial consultation we discussed sotware goals and previous experience when handling named-
entity data with existing sotware. One of the key things pointed out during this consultation was the
burden of human labor when dealing with computer-generated labels. For historians, a recall-focused
approach is preferred to an accuracy-focused one. They prefer broad sets of result candidates, which
they can browse through and edit manually as opposed to only seeing a single most likely result. This
encouraged the design choice to develop a tool where the deletion of nodes and edges is the most
common user operation, as opposed to creating new ones. A high recall approach inevitably generates
relatively high amounts of noise, which we planned to tackle with a variety of content ilters that allow
researchers to focus on speciic documents, entities, or types when cleaning the data. Since the users of
DH tools oten do not have an engineering background and oten struggle with the installation process,
we decided on the web platform, which also makes the system broadly available.

Ater the prototype was tested, we followed up with our second consultation. At this stage, the
tool received generally positive feedback, with feature requests focusing on the most common user
actions. As already mentioned, with high recall results, most user actions involve deleting nodes and
edges, which was made additionally accessible with the implementation of hotkeys for quick node/edge
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deletion. We discussed the noisiness of the visualization when there are many documents present, which
exposed the need for users to focus on a single document when cleaning the data. While collocations
are a common tool for studying text, in this particular task the question of which entities appear in the
same sentence is of relatively limited importance. We decided to prioritize edges between documents,
mentions, and entities while initially hiding the edges denoting collocations.

The inal evaluation presented us with a new list of requirements and feature requests, which are the
subject of future work. The need for undo/redo actions and action history was expressed alongside the
wish to see speciic mentions in the text context. Finally, the need to merge recognized entity nodes
arose, due to errors in NEL process.

6. Conclusion

In this paper, we introduced an interactive web-based system for the visualization and editing of
named entity graphs. The system builds on existing technologies such as Graphology [22] and Sigma.js,
but contributes a tailored data model, a structured visualization pipeline, and interaction techniques
speciically designed for large-scale named entity graphs.

Because the system leverages established rendering and layout technologies, we concentrated our
evaluation on usability and interaction rather than raw performance. To this end, we conducted an
expert evaluation with a digital humanities scholar working on historical print media. The evaluation
provided valuable feedback on design decisions, particularly regarding the trade-of between recall and
noise in named-entity data, the need for eicient editing operations, and the importance of content
ilters to reduce cognitive load when exploring large graphs. Iterative consultation shaped the prototype
into a system the expert deemed ready for real-world use, while also identifying directions for further
development, such as undo/redo functionality, contextual access to mentions, and support for merging
entity nodes.
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