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A B S T R A C T

Depth perception in volumetric visualization plays a crucial role in the understanding and interpretation of
volumetric data. Numerous visualization techniques, many of which rely on physically based optical effects,
promise to improve depth perception but often do so without considering camera movement or the content
of the volume. As a result, the findings from previous studies may not be directly applicable to crowded
volumes, where a large number of contained structures disrupts spatial perception. Crowded volumes therefore
require special analysis and visualization tools with sparsification capabilities. Interactivity is an integral part
of visualizing and exploring crowded volumes, but has received little attention in previous studies. To address
this gap, we conducted a study to assess the impact of different rendering techniques on depth perception
in crowded volumes, with a particular focus on the effects of camera movement. The results show that
depth perception considering camera motion depends much more on the content of the volume than on
the chosen visualization technique. Furthermore, we found that conventional non-photorealistic rendering
techniques, which have often performed poorly in previous studies, showed comparable performance to modern
photorealistic techniques in our study. The source code for the visualization system, survey, and analysis, as
well as the data set used in the study and the participants’ responses, have been made publicly available.
1. Introduction

Volumetric data are ubiquitous in various scientific fields. They
often originate from imaging techniques such as X-ray scans, computed
tomography and magnetic resonance imaging, or from simulations in
different domains. Effective visualization of such data is paramount
for understanding its characteristics. Typically, this is achieved through
volume rendering, where a transfer function is used to map raw volume
samples to optical properties such as color and opacity. Depending on
the chosen rendering technique, the rendering process may additionally
account for transparency, illumination, occlusion, and projection to
produce a 2D image. This is done to ensure adequate spatial perception
of the viewer since mimicking or simulating realistic optical effects
has been shown to enhance this aspect [1–3]. In essence, the primary
objective of scientific volume visualization is to convey spatial informa-
tion, including depth, distance, size, shape, and orientation as clearly
as possible while providing users with the flexibility to interactively
adjust certain visualization parameters, such as the transfer function
and illumination setup.

Many visualization techniques promise to enhance spatial percep-
tion, a benefit that has undergone rigorous testing and validation in
numerous studies. To ensure precision and repeatability, experiments
in these studies are often conducted within highly controlled environ-
ments, with researchers making extensive efforts to isolate variables.
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As a result, such experiments typically involve only static images
and a limited set of independent variables. Conventional volume ren-
dering techniques with no global illumination features, such as the
emission–absorption model and isosurface raycasting, tend to under-
perform in these constrained experiments due to their simplicity and
lack of depth-enhancing features. The emission–absorption model [4]
is an illustrative example of such a technique. While it is a rather simple
technique, its widespread adoption in diverse domains attests to its
ability to handle various visualization tasks.

Furthermore, previous experiments have focused on volumes repre-
senting recognizable structures, such as CT scans of the human body
or angiographic images of blood vessels. These images predominantly
feature familiar elements and can be rendered less visually dense by
an appropriate transfer function. Both familiarity and visual density
have been shown to profoundly affect spatial perception [5,6]. This
presents a major challenge when visualizing crowded volumes, which
are characterized by an overwhelming amount of mutually occluding
structures. A significant difference between crowded and non-crowded
volumes is that structures in non-crowded volumes tend to be larger
and more interconnected throughout the volume, whereas structures in
crowded volumes are typically smaller and scattered across the volume.
Existing volume rendering techniques prove to be highly ineffective in a
crowded scenario due to the inherently complex structure of crowded
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volumes, making it imperative to use specialized tools [7–9]. In this
case, interactivity plays a much more important role, as users benefit
from interactive grouping, colorization, and sparsification of the con-
tained structures to lower their visual density. On the other hand, the
substantial amount of occlusion observed in crowded volumes also has
the potential to enhance spatial perception. According to Englund and
Ropinski [10], occlusion stands out as one of the strongest monocular
depth cues, and the parallax effect induced by the camera movement
can further amplify its significance. Therefore, when evaluating spatial
perception in crowded volumes, it is essential to incorporate camera
motion as an integral component of the visualization.

Previous studies have recognized the importance of camera motion
in improving spatial perception. However, its evidently dominant pos-
itive effect has often led to its exclusion from evaluations. As a result,
rendering techniques with no global illumination features have often
underperformed due to the lack of essential depth cues. Furthermore,
while studies have shown that the content of a volume has a signifi-
cant impact on spatial perception, they have not considered crowded
volumes or the degree of crowdedness as variables. In light of this,
we conducted a study on depth perception in crowded volumes, in
which we included camera motion to reflect a typical use case scenario.
We employed two photorealistic rendering techniques in addition to
two non-photorealistic techniques for visualization. We visualized three
crowded volumes from different domains exhibiting varying degrees of
crowdedness. Our goal was to find out how crowdedness and occlusion
affect depth perception in crowded volumes in the presence of cam-
era motion. We also wanted to evaluate the performance of different
rendering techniques and lighting setups under such conditions. Based
on previous research and the above arguments, we developed the
following hypotheses:

• (H1) Crowdedness has a negative impact on depth estimation
accuracy in crowded volumes.

• (H2) Depth estimation accuracy in crowded volumes increases
with the size of the instances.

• (H3) Camera motion plays a more crucial role in depth estimation
accuracy than the rendering technique and lighting setup.

By understanding how depth estimation accuracy varies with re-
spect to the size, shape, and crowdedness of structures within a
crowded volume, we are making a step toward understanding the
perception of a volume as a whole. As a main contribution, our study
highlights the importance of camera motion and volume content in the
perception of crowded volumes, while demonstrating that the rendering
technique plays a lesser role. The results of the study will help to
identify suitable visualization approaches for visual inspection and
analysis of crowded volumes.

The rest of the paper is organized as follows. Section 2 lists the
most important works and outcomes in volume visualization and per-
ception. Section 3 describes our experimental setup, the volumes and
the techniques used. We report the results in Section 4 and discuss
their implications in Section 5. Finally, we present the conclusions in
Section 6.

2. Related work

We divide the related work into two subsections, covering visual-
ization techniques and perception studies.

2.1. Visualization techniques

As per Viola et al. [11], visualization techniques can be broadly
divided into photorealistic and non-photorealistic techniques.

Non-photorealistic techniques include early optical models such
as isosurface rendering [12] and the emission–absorption model [4].
Despite their age and limitations, both approaches are still well estab-
lished in the visualization community. The non-photorealistic category
2

of visualization techniques includes illustrative techniques [11] and
various smart visualization techniques [13]. Bruckner and Gröller [14]
developed volumetric halos based on established medical illustra-
tion techniques, where partially occluded structures are darkened to
create the illusion of depth. This idea has been later extended by
Schott et al. [15] into a physically-based technique called directional
occlusion shading (DOS). Several studies ranked DOS as one of the
best techniques for enhancing depth perception [1,3,16]. In addition
to illumination, researchers have explored leveraging other visual
phenomena, such as depth of field [5], aerial perspective [17], and
chromadepth [10,18–21], to improve depth perception. The motivation
behind such a wide array of techniques that rely on chromadepth or
pseudo-chromadepth is the observation that visualization techniques
generally perform best when tasks can be reduced to simple com-
parisons [21]. In this manner, depth-related tasks are simplified to
straightforward hue, brightness, or saturation comparisons. For a com-
prehensive overview of rendering techniques that are based on a close
understanding of the human visual system to improve the images (so-
called perception-driven techniques), we refer the reader to a survey
by Weier et al. [22].

The photorealistic category includes techniques that aim to simu-
late light behavior in order to improve spatial perception, the reason
being that the human visual system has evolved to interpret realistic
illumination phenomena resulting from the underlying physics [3].
This category includes physically-based techniques, such as path trac-
ing [23], diffusion simulation [24], combined volume and surface
rendering [25–27], as well as approximations of global illumination,
such as spherical harmonic lighting [28] and half-angle slicing [29]. A
comprehensive survey of illumination techniques in volume rendering
is provided by Jönsson et al. [2].

Both photorealistic and non-photorealistic techniques benefit from
visibility optimization techniques. This is especially true for crowded
volumes. Chan et al. [30] presented transparency optimization to im-
prove visibility of certain parts of a volume. Correa and Ma [31] intro-
duced a similar idea based on visibility histograms. LeMuzic et al. [8]
extended the technique to crowded mesoscopic biological models by
utilizing automatic sparsification. Lesar et al. [9] adapted the visibility
management concepts for the visualization of crowded volumes.

2.2. Perception studies

Perception in volume rendering has been the subject of extensive
research. This is mainly due to the fact that perception is a complex
process and is influenced by a wide range of factors, which are often
hard to measure. Moreover, the importance of factors depends on the
task at hand [1,21]. For example, no single visualization technique is
optimal for both shape and depth perception [3].

Human vision relies on various depth cues to deduce depth infor-
mation from a scene. These can be categorized as either binocular,
which are based on information from both eyes, and monocular, which
can be observed with just one eye [32]. Computer graphics literature
primarily focuses on monocular cues since binocular cues cannot be
utilized when viewing images on a single 2D screen. Depth cues vary in
their impact on depth perception, and they can be combined to enhance
the effect [21,33]. For example, many visualization techniques rely on
shadows and shading, and multiple studies have demonstrated their
crucial role in depth perception [34]. Interestingly, motion parallax
and depth from motion are typically excluded from studies due to
their substantial influence on depth perception, leaving only a handful
of studies that include motion [21,33,35,36]. Díaz et al. [16] even
state that it is disruptive. Some studies acknowledge the significance
of motion as an important depth cue and suggest that further research
is warranted in this area [5,6].

Boucheny et al. [35] noted that, ideally, one would see at a glance
the whole volume and have a clear image in mind of the spatial layout.
However, they also acknowledged that such representations of data are
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not natural because the human visual system usually experiences only
solid surfaces. In their study, they demonstrate a significant preference
for interpreting size as the main indicator of depth, even in the pres-
ence of conflicting information from other depth cues. Additionally,
the strength of perspective has a notably positive impact on depth
perception. Their study, however, had limitations due to the restricted
range of rendering techniques and the use of very simplistic scenes.

Ropinski et al. [37] compared their shadow volume propagation
technique to gradient-based shading and found significant improve-
ments in speed and accuracy of depth perception. Lindemann and
Ropinski [1] extended these results by conducting a larger user study
in which they compared 7 state-of-the-art illumination models. They
found that DOS [15] significantly outperformed other illumination
models in ordinal depth perception and relative size perception tasks
and performed very well in absolute depth perception tasks. In contrast
to the previous study by Ropinski et al. [37], participants expressed a
preference for gradient-based shading over more advanced illumination
models. The authors attribute this outcome to brighter and more color-
ful images produced by gradient-based shading. Interestingly, the study
suggests that shadows may negatively affect size and depth perception.

Englund and Ropinski [10] assessed the perception of images pro-
duced with non-photorealistic volume rendering techniques and dis-
covered that volumetric halos and depth-darkening techniques excel in
absolute depth perception tasks. These techniques were also favored by
the users. Ordinal depth perception, on the other hand, requires quali-
tative techniques, such as pseudo-chromadepth. The study was carried
out using a crowdsourcing solution [38], which was shown to produce
evaluation results comparable to those obtained with controlled exper-
iments. The authors later expanded the study with feedback from three
experts who stressed the significance of motion, clutter avoidance, and
reduced transparency [6].

Grosset et al. [5] investigated the influence of depth-of-field on
depth perception. Although they did not manage to validate any of
their hypotheses, their study highlights substantial variations in depth
perception across datasets. The research also indicates that familiarity
has a notably positive effect on perception. Furthermore, anchoring
proves to be beneficial, as objects suspended in mid-air pose challenges
for spatial perception.

A great deal of research has already been carried out in the field
of virtual reality (VR) and augmented reality (AR). Diaz et al. [39]
evaluated depth perception in AR with different settings for shadows,
shading, perspective, dimensionality and texture. Their study showed
that users’ performance improved significantly with the use of shadows.
In addition, their study showed that depth is consistently underesti-
mated in AR. Díaz et al. [16] measured ordinal depth perception in
stereoscopic displays of static images. They compared four techniques,
with DOS performing the best and the emission–absorption model
performing the worst. Interestingly, their study revealed no correla-
tion between user accuracy and the on-screen distance between the
estimation points. Hu et al. [33] investigated ordinal depth perception
in VR on a neurological use case. They recognized the importance of
shadows and motion parallax. However, their study found no signifi-
cant differences in user performance when either of these depth cues
was used. Heinrich et al. [40] conducted a study in a projective AR
environment in which pseudo-chromadepth and support lines provided
the best results.

In the field of medical visualization, considerable attention has been
devoted to angiographic images. The study by Ropinski et al. [18]
compared several visualization methods and revealed that angiogra-
phy benefits from color coding depth information. This result was
subsequently validated by Kersten-Oertel et al. [21], who found that
pseudo-chromadepth and aerial perspective resulted in the best user
performance and were also favored by the users. Lesar et al. [41] as-
sessed user preferences for various angiography visualization methods
and found a strong inclination toward isosurface raycasting with Phong

shading and ambient occlusion. Drouin et al. [42] explored dynamic

3

visualization techniques, in which the visualization parameters are
modified based on the motion of the VR controllers, applied in a sur-
gical scenario. Their results unveiled significantly improved accuracy,
albeit at a slower pace compared to static methods. Titov et al. [36]
conducted a similar study in VR and found that the advantages of
binocular disparity and motion parallax outweighed the benefits of
dynamic techniques. Kreiser et al. [43] explored the use of empty
space surrounding vessels to convey depth information and observed
substantial improvements in ordinal depth perception.

In summary, although there are numerous volume rendering tech-
niques that enhance depth perception, selecting a specific technique
largely depends on the task at hand. Motion has received little attention
in previous studies, and to the best of our knowledge, no study has yet
explored depth perception in crowded volumes.

3. Experiment setup

The aim of the study was to investigate the effect of crowdedness,
occlusion and camera motion on depth perception in crowded volumes
using different rendering techniques and lighting setups. The study was
conducted in the form of an online crowdsourced survey whose target
group comprises the general population. We did not focus exclusively
on people who have experience with volume rendering, visualization
or 3D modeling. Participants were asked to estimate the relative depth
between structures after being shown a short video of a 3D volume.
Since the study was conducted in the form of an online crowdsourced
survey, the experimental environment was largely uncontrolled. The
only condition we enforced was the use of a desktop device under the
assumption that such a device would have a sufficiently large screen.
The experiment consisted of 128 test cases in which four volumes were
rendered using four different rendering techniques and lighting setups
and shown from eight different perspectives. The videos used in the test
cases have been made publicly available [44]. The source code for the
visualization system and the survey is available on GitHub.1

3.1. Evaluation interface

Each evaluation session began by showing participants background
information about the study and the crowded volumes. Participants
were asked to enter basic demographic data: gender, age, occupation,
and experience with 3D environments (VR, gaming, and 3D modeling).
They were then given instructions on how to complete each task.
Specifically, for each task, they were shown a 5-s video of a volume
in which the camera performed a subtle circular motion while keeping
the volume in focus (see Section 3.4 for details). When the video
stopped playing, three points lying on the structures in the volume
were shown, and participants were instructed to estimate the relative
depth of the estimation point between the two bounding points using a
lider (see Fig. 1). The points were marked with color-coded circles:
he point closest to the camera was marked with a green circle, the
oint furthest away from the camera with a purple circle and the
stimation point with a gray circle. The colors were chosen to be
omplementary and approximately equally bright, but at the same time
s neutral as possible to avoid conveying unintended information to
he participants. In particular, we tried to avoid the combination of
reen and red, which could be misinterpreted as ‘‘right’’ and ‘‘wrong’’.
articipants were allowed to replay a video once to get a better sense of
he spatial relationships between the structures in the volume. During
ideo playback, the three points were hidden to avoid shifting the
articipants’ focus toward the parallax effect rather than the actual
endering, as it is possible to estimate the relative depth of the three
oints based solely on their apparent movement due to the parallax
ffect.

The positions of the points were manually chosen to adhere as
losely as possible to the following criteria:

1 https://github.com/UL-FRI-LGM/depth-perception-evaluation

https://github.com/UL-FRI-LGM/depth-perception-evaluation
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Fig. 1. A screenshot of the user interface during the evaluation. The slider below the
rendering was used to estimate the depth of the gray estimation point between the
green and purple bounding points.

• the relative depth of the estimation point should be approximately
uniformly distributed,

• the depths of the bounding points should be approximately uni-
formly distributed inside the bounds of the volume,

• the points should be approximately uniformly distributed across
the display, and

• the points should not be occluded by structures in the volume
when the video stops.

he statistics for the above metrics across all test cases are shown in
ig. 2. The distances involved in the above metrics are sketched in
ig. 3.

.2. Volumes

We included four volumes in the study, three of which were
rowded and the remaining one served as a control volume. The
olumes are shown in Fig. 4. They come from different domains and
heir crowdedness varies considerably.

The first volume is from material science [7] and represents an X-ray
omputed tomography image of a fiber-reinforced polymer that belongs
o a family of materials that are in high demand in the automotive
nd aerospace industries due to their strength, durability, elasticity
nd light weight. Experts working with such materials analyze their
roperties by examining the length, orientation and distribution of the
ibers. Due to the high fiber density, the tasks associated with the
nalysis of fiber-reinforced polymer materials require the use of special
ools such as Fiber Scout [7] or Volume Conductor [9]. The volume we
sed for the user study measures 400 × 401 × 800 voxels and contains

3828 instances of glass fibers. We will refer to this volume as fibers.
The second volume comes from the biological domain. It is a

1280 × 1024 × 1024 focused ion beam scanning electron microscopy
(FIB-SEM) image capturing a segment of a mouse’s bladder cell. The
image was segmented to highlight the different intracellular organelles
[45,46]. In addition to the numerous fusiform vesicles, Golgi apparatus,
endosomes and lysosomes, there are 3051 mitochondria in the volume.
4

Fig. 2. Distribution of distances and depths between evaluation points among test
cases: relative depth of the estimation point, on-screen (2D) distance between the
bounding points, volumetric (3D) distance between the bounding points, and depth
difference between the bounding points. The on-screen distance has been computed in
normalized device coordinates, and the volumetric distance has been computed such
that the volume was a cube with a unit side length.

Fig. 3. The three distances between bounding points: on-screen (2D) distance between
the bounding points (A), volumetric (3D) distance between the bounding points (B),
and depth difference between the bounding points (C).

Analyzing their distribution is of crucial importance for understanding
the biological processes within a cell. We will refer to this volume as
mitos.

The third volume is synthetic and was created to contain a large
number of instances. The volume of size 512 × 512 × 512 contains
22 670 instances of small convex polytopes resembling pebbles. The
instances were physically simulated to achieve the densest possible
packing within the contained volume. We will refer to this volume as
pebbles.

The fourth volume is a non-crowded control volume that was in-
cluded in the study to allow comparison with previous studies. The
volume is a 512 × 512 × 460 CT image of the upper torso of a human.2
We will refer to this volume as manix.

2 Manix dataset from http://www.osirix-viewer.com/datasets/

http://www.osirix-viewer.com/datasets/
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Fig. 4. The test volumes used in the experiment: fibers, mitos, pebbles, and manix.
Instances in the crowded volumes have been divided into 5 groups and colorized. The
transfer function for manix has been constructed manually. The images were rendered
with volumetric path tracing.

To reduce crowdedness to a level where the interior of the volume
is at least partially visible, the pebbles were uniformly sparsified to
10% density, and the fibers were uniformly sparsified to 20% density.
To represent a typical usage scenario, where the instances are grouped
according to some criterion, the instances in all crowded volumes were
divided into 5 groups of approximately equal size, and the colors
have been assigned to the groups according to the golden ratio se-
quence [47], which guarantees an approximately uniform distribution
of hues. Since the manix volume is not crowded and could not be as-
signed colors automatically, the transfer function has been constructed
manually so that important structures inside the volume were clearly
visible.

3.3. Rendering techniques and lighting setups

For the visualization we used 4 widely used volume rendering tech-
niques, namely the Emission-Absorption Model (EAM) [4], Directional
Occlusion Shading (DOS) [15], Isosurface Raycasting (ISO) [12] and
Volumetric Path Tracing (VPT) [23], each with a specific lighting setup.
Fig. 5 shows a visual comparison of the four rendering techniques. In
all renderings, we used a white illuminant. The isosurfaces were shaded
using the Disney’s physically-based model [48] with a directional light
source and a fully rough material. For the directional occlusion model,
an illumination cone with an apex angle of 60◦ was used. For vol-
umetric path tracing, the multiple scattering model was used with
a slightly backscattering medium modeled with a Henyey-Greenstein
phase function [49] with the anisotropicity parameter of −0.5. The
volume was illuminated with an infinite environmental isotropic white
light.

These techniques were implemented on top of the platform-
independent volume rendering framework VPT [50] and extended by
the Volume Conductor interface [9] with the capabilities to render and
5

Fig. 5. The rendering techniques and lighting setups used in the experiment: emission–
absorption model (EAM) without shading, directional occlusion shading (DOS) with a
60◦ illumination cone, isosurface raycasting (ISO) with local surface shading and a
directional light source, and volumetric path tracing (VPT) with a Henyey-Greenstein
phase function with anisotropicity of −0.5 and an infinite environmental isotropic light
source.

sparsify crowded volumes. No additional depth-enhancing techniques,
such as aerial perspective, pseudo-chromadepth, or volumetric halos,
were used to improve the renderings. This decision was made to limit
the number of independent variables examined in the study.

3.4. Views

To ensure comparability between images produced with different
rendering techniques and lighting setups, we generated 8 camera views
that captured the data as uniformly as possible from different angles.
We used spherical Fibonacci mapping [51] to generate the camera
positions on the bounding sphere surrounding the volume and aimed
the camera at the center of the volume so that the up vectors were
aligned in all configurations. The vertical field of view of the camera
was set to 90◦.

The camera performed a small circular motion around the base of
a cone with the apex at the center of the volume and an apex angle
of approximately 11◦. The apex angle was chosen so that the parallax
effect was sufficiently clear but not excessive.

4. Results

The experiment was online for 46 days. During that time, we
received 4340 depth estimates, which have been made publicly avail-
able [44]. The estimates were provided by 47 participants, 29 of whom
completed the entire set of 128 depth estimation trials. 33 participants
reported demographic data. 21 were women, and 12 were male. Their
ages ranged from 14 to 74, with a mean age of around 38 (see Fig. 6).
The participants reported their prior experience with 3D environments
(games, 3D modeling, and VR) on a 5-point Likert scale ranging from
1 (no experience) to 5 (a lot of experience). The average gaming
experience reported by the participants was 2.64, with a standard
deviation of 1.41. 3D modeling experience was reported with a mean
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Fig. 6. Distribution of ages among 33 out of 47 study participants who reported
demographic data.

Fig. 7. Distribution of the participants’ prior experience with gaming, 3D modeling,
and VR on a 5-point Likert scale ranging from 1 (no experience) to 5 (a lot of
experience).

of 2.30 and a standard deviation of 1.38. VR experience had a mean
of 2.06 and a standard deviation of 1.09. Histograms illustrating the
distributions of these experiences are shown in Fig. 7.

To evaluate depth perception, we measured the difference between
the correct and estimated relative depths. The estimated depth is given
by the participants using a slider (see Fig. 1), while the correct relative
depth is calculated using a depth buffer associated with the rendering.
Both numbers fall within the range of 0 to 1 due to the nature of their
acquisition. To test our hypotheses, we relied on the mean absolute
difference (MAD) between the correct and estimated depths. In theory,
if the correct and estimated depths are independent and uniformly
distributed on the unit interval, then the expected MAD is 1∕3. We use
this number as a reference for interpreting the measured data.

Since the experiment was uncontrolled, the participants could pause
the evaluation or refresh the page at any time during the experiment.
As a result, we could not reliably measure the response time, which
is often analyzed as an important performance metric in controlled
experiments.

First, we measured MAD by grouping the trials by rendering tech-
nique and volume. When grouping the trials by rendering technique
(see Fig. 8), the ISO rendering technique exhibited the lowest MAD
(MAD = 0.175, SD = 0.153), followed by DOS (MAD = 0.180, SD =
0.152), VPT (MAD = 0.181, SD = 0.156), and EAM (MAD = 0.186, SD =
0.151). We tested the null hypothesis that the MAD was equal between
different techniques. The normality and homoscedasticity assumptions
were tested with Bartlett’s and Shapiro–Wilk’s tests, respectively. The
normality assumption was unmet; therefore, we used the Kruskal–
Wallis test. The test showed no significant differences in MAD between
the techniques (𝐻(3) = 0.85406, 𝑝 = 0.8365). Furthermore, we found no
statistically significant bias of the mean depth difference.

When grouping the trials by volume (see Fig. 9), the lowest MAD
was achieved on the mitos volume (MAD = 0.154, SD = 0.135),
followed by fibers (MAD = 0.164, SD = 0.151), manix (MAD = 0.198,
SD = 0.163), and pebbles (MAD = 0.210, SD = 0.157). We tested the
6

Fig. 8. Mean absolute difference (MAD) with respect to the rendering technique and
lighting setup.

Fig. 9. Mean absolute difference (MAD) with respect to the test volume.

null hypothesis that the MAD was equal between different volumes. The
normality and homoscedasticity assumptions were tested with Bartlett’s
and Shapiro–Wilk’s tests, respectively, and have not been met. There-
fore, we used the Kruskal–Wallis test. The test showed a significant
difference in MAD between the volumes (𝐻(3) = 55.262, 𝑝 < 0.001).
Furthermore, Dunn’s post-hoc test with Holm’s adjustment showed
significant differences between all pairs of volumes (𝑝 < 0.05) except
between the manix volume and the pebbles volume. Furthermore, we
found no statistically significant bias of the mean depth difference.

In order to address the potentially overbearing influence of test
volumes when testing for differences in MAD between rendering tech-
niques, we additionally ran the Kruskal–Wallis test for each volume
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Fig. 10. Mean absolute difference (MAD) with respect to the participants’ prior
experience with gaming, 3D modeling, and VR expressed on a 5-point Likert scale
ranging from 1 (no experience) to 5 (a lot of experience).

separately. Once more, our analysis revealed no statistically significant
differences in MAD between the evaluated techniques.

Next, we measured MAD by grouping the trials by the participants’
prior experience with 3D environments (based on the participants
who provided these data). A boxplot of the data is shown in Fig. 10.
Since prior experience is a discrete variable expressed on a Likert
scale, we used the Kruskal–Wallis test on a null hypothesis, stating
that the MAD was equal between different experience levels. The
test showed significant differences in all three experience categories:
gaming (𝐻(4) = 64.84, 𝑝 < 0.001), 3D modeling (𝐻(4) = 59.12, 𝑝 <
0.001), and VR (𝐻(4) = 65.02, 𝑝 < 0.001). We used Dunn’s post-hoc
est with Holm’s adjustment to find the experience levels that exhibited
ignificant differences in MAD. In all three experience categories, the
est showed that the participants who reported substantial experience
level 5 on the Likert scale) performed significantly better (𝑝 < 0.001)
han those who reported less experience (levels 1–4 on the Likert scale).

e found similar significant differences between experience levels 2
nd 3, but we believe that this result might be skewed by psychological
actors other than experience (see Section 5). Furthermore, we found
eak negative correlations between MAD and experience levels in the
R category (𝑟 = −0.01, 𝐹 (1, 2957) = 16.77, 𝑝 < 0.001) and the 3D

modeling category (𝑟 = −0.006, 𝐹 (1, 2957) = 7.30, 𝑝 < 0.01). We found
no statistically significant correlation between MAD and age of the
participant.

Additionally, we found statistically significant correlations between
MAD and the positions of the bounding points. We found a positive
correlation between MAD and 2D distance between bounding points
on the screen (𝑟 = 0.14, 𝐹 (1, 4338) = 43.52, 𝑝 < 0.001), a slight
negative correlation between MAD and 3D distance between bounding
points in the volume (𝑟 = −0.07, 𝐹 (1, 4338) = 29.65, 𝑝 < 0.001), and
a negative correlation between MAD and depth difference between
bounding points in the volume (𝑟 = −0.26, 𝐹 (1, 4338) = 51.75, 𝑝 < 0.001).

5. Discussion

The results of our study highlight several important aspects of
participants’ performance in a depth estimation task within crowded
volumes. All participants achieved a MAD lower than the theoretical
1∕3 derived from uniformly random distance sampling and estima-
tion. In general, MAD ranged consistently between 0.15 and 0.25 (see
Fig. 11).

Our analysis revealed no significant differences in MAD when
grouping across different rendering techniques and lighting setups

(Fig. 8). Conventional non-photorealistic techniques (EAM and ISO)
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yielded a MAD similar to that of modern photorealistic techniques
(DOS and VPT), which supports hypothesis (H3). This outcome aligns
with the claims of several papers, which state that monocular cues
resulting from camera movement, such as motion parallax, tend to
outweigh the cues from shading and illumination [6,10,35]. In practical
scenarios, where users typically control camera movement through
direct interaction, we expect this effect to be even more pronounced,
given the close connection between the human visual and motor sys-
tems [42,52]. We believe that the enduring popularity of conventional
non-photorealistic volume rendering techniques, which has persisted
for decades since their introduction, may be partly attributed to the
influence of interaction.

We found significant differences in MAD when we grouped across
different volumes (Fig. 9), suggesting that the content of a volume has
a greater impact on depth perception than the rendering technique or
lighting setup used for visualization. Interestingly, the manix volume,
which does not exhibit crowdedness, ranked third among the evalu-
ated volumes, with only the pebbles volume achieving a worse MAD.
Familiarity with the shapes of human body parts does not appear to
have contributed to a better score. The lower ranking may also be
due to the transparency causing confusion about which structures were
highlighted by the on-screen markers. Results from grouping across
individual test cases (Fig. 12) show that the manix volume ranked
among the best and worst in terms of MAD, depending on the camera
view. This suggests that certain camera views might introduce bias due
to familiarity with the internal structures. In contrast, crowded volumes
showed more consistent MAD values between camera views, indicating
the absence of familiar features within these volumes.

The two top-ranked volumes were mitos and fibers, which is consis-
tent with hypotheses (H1) and (H2). We attribute this ranking to the
larger size of the structures they contain, leading to increased occlusion
between them. Notably, the mitos volume achieved a lower MAD
than the fibers volume, possibly due to the larger surface area of the
structures, which made them more easily visible and identifiable within
the crowded volume. This provides compelling evidence in support of
hypothesis (H2). Conversely, the pebbles volume attained the highest
MAD due to its substantial crowdedness and the small average size of
the structures, which made it considerably more challenging to identify
and visually track structures during camera movement. Participants
informally confirmed this difficulty during post-experiment discussions.
Indeed, when a structure is small, its visibility essentially becomes
binary, eliminating partial occlusion as one of the strongest monocular
depth cues [10] from the visualization. Furthermore, small structures
do not significantly contribute to the overall illumination of the scene.
They often produce small and soft shadows that have been shown to
be confusing and detrimental to depth perception [1]. In accordance
with hypothesis (H1), this can be overcome by strong sparsification
to reduce the number of visible instances and by introducing specific
anchoring objects to create harder shadows. From the data we have
available, we cannot determine whether it is the small size of the
structures or their crowdedness that contributes most to the high MAD.
This aspect remains open for future exploration.

Our analysis revealed significant correlations between MAD and re-
ported experience with 3D environments. Specifically, participants with
the highest reported experience levels consistently achieved higher
accuracy in their depth estimates. This might stem from familiarity
with 3D environments in general or with common biases inherent in
3D rendering, such as size bias [35], depth bias [32,39], or shading
bias [53,54]. Setting aside the highest experience levels, the slight
negative correlation between MAD and experience level aligns with
our expectation that prior experience with 3D environments positively
influences depth perception. This is most evident when examining the
performance of participants who reported no prior experience, as they
consistently achieved worse MAD than more experienced participants.
Additionally, we observed a significant difference in MAD between
groups of participants that reported experience levels 2 and 3, which is
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Fig. 11. Mean absolute difference (MAD) for each participant sorted in ascending order. Note that not all participants evaluated all test cases.
Fig. 12. Mean absolute difference (MAD) for each test case sorted in ascending order. Test cases involving the manix volume are among the best and worst in terms of MAD.
est cases involving the fibers volume exhibit high variance of the estimate errors.
ikely related to the larger number of participants in the latter group.
t is possible that participants with uncertain knowledge about their
rior experience simply selected the middle option (level 3) instead of
ndicating no experience (level 1). Furthermore, our findings indicate
hat the age of the participants had no significant impact on perfor-
ance. We had expected that older participants would either perform

etter due to their potentially greater experience with 3D images, or
orse due to slower and less precise interaction with the computer
nd potential vision issues. The lack of age-related effects could be
ttributed to the absence of time constraints during the experiment that
ould have allowed for longer response times, or the artificial nature of
he task itself, which would nullify any additional experience.

The analysis of correlations between MAD and the positions of the
ounding points yielded the expected results. Participants achieved
etter performance when the bounding points were closely positioned
n the screen. In contrast, focusing on two distant areas of the screen
imultaneously means that the participants probably had to alternate
heir focus, which is difficult at best. During post-experiment discus-
ions, participants noted that they often lost track of the bounding
oints during the initial animation, which made depth estimation con-
iderably more difficult. The ability to replay the video slightly alle-
iated the issue. Furthermore, participants performed better when the
epths of the bounding points differed substantially. This could result
rom a more pronounced motion parallax effect. Additionally, we be-
ieve that given a larger depth difference between the bounding points,
articipants could have fine-tuned their answers since they could lever-
ge the contextual information provided by a larger neighborhood of
tructures surrounding the bounding points and the estimation point.
8

The study also has certain limitations, primarily due to the lack
of control over the experiment. To ensure comparability among the
participants, there was no direct interaction with the visualization
involved in the experiment. Having direct control over the camera
view, sparsification, grouping, and colorization of the structures, as
well as the rendering technique and its parameters, would undoubtedly
improve depth estimation accuracy. From the available data we also
cannot assess the effect of rendering techniques and lighting setups
on depth perception in dynamic scenarios without carefully isolating
these variables, although they clearly have a profound effect on depth
perception in static images. Furthermore, a major result of our study
highlights the effect of the size, shape, and crowdedness of structures
in a crowded volume. However, since we only had a limited number
of test volumes available, a follow-up study is warranted to investigate
the effect of these variables in more detail, perhaps using a synthetic
data set.

6. Conclusion

Depth perception is a challenging trait to measure, as it depends
on the user’s prior experience, environment, lighting setup, interac-
tion, and the data itself. Every experiment aiming to measure depth
perception must, therefore, clearly and precisely define all the above
parameters. In contrast to previous studies, our study emphasizes the
significance of camera movement as one of the most important features
of visualization. While previous studies identified significant differ-
ences in user performance between different rendering methods with
static images, our results demonstrate that even non-photorealistic
rendering techniques without global illumination features can perform
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as well as advanced methods when camera movement is included. This
provides strong evidence supporting hypothesis (H3).

Additionally, we showed that the volume’s content affects depth
erception more than the rendering method, which is in line with
revious research [1,3,5]. Most importantly, we used crowded volumes
here we expected no familiarity with the structures contained in the
olumes. The degree of crowdedness appears to negatively impact user
erformance due to the excessive amount of detail in the images, which
s consistent with previous research [1,3] and hypothesis (H1). We

showed that instances with a large screen surface area exhibit complex
mutual occlusion, which positively affects depth perception since in this
case the visibility of a single instance is not binary. This outcome is
in line with hypothesis (H2). The worst-case scenario seems to be an
extremely crowded volume with small instances, such as the pebbles
volume in our study, where user performance was considerably worse
than with other volumes.

Furthermore, we discovered correlations between user performance
and the on-screen distance between the bounding points, and also
between the depth difference between the bounding points. This finding
underscores the importance of direct interaction, especially when the
user can roughly align the structures of interest with the viewing direc-
tion. Such alignment minimizes the on-screen distance and maximizes
the depth difference, allowing for better utilization of spatial context
(the neighborhood of the structures of interest) and motion parallax.

Since our study was conducted on the general population, prior
experience with 3D environments was found to be a contributing factor
to the performance in the experiment. As expected, we observed a
positive correlation between accuracy of depth estimation and the
reported amount of prior experience.

The main limitation of our study is, of course, the lack of direct
interaction between the participant and the visualization. This includes
adjusting the camera view, the degree of sparsification, and the group-
ing and coloring of instances in the crowded environment. The reason
for not including these aspects in the study is that the results would not
be comparable between participants, as each participant interacts with
the visualization in their own way. This opens up many possibilities
for future research, especially in the context of direct interaction.
Furthermore, having uncovered the significance of the size of structures
and the degree of crowdedness, a closer examination of these variables
is warranted in a follow-up study.
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