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Abstract: The article explores the dif-
ferences in listeners’ perception of non-
mainstream music styles, uncovering the influ-
ence of the music context on their responses.
To tackle this problem, the Moodo dataset—
which links emotional and color perception to
music, and includes user context—is used. Our
focus is on two parts of the dataset that were
not previously analyzed: a collection of Slove-
nian folk songs and a collection of electro-
acoustic music pieces. The analysis of user re-
sponses to these non-mainstream music styles
revealed strong induced emotions, not other-
wise present in more mainstream genres. We
show how this knowledge can be applied to the
development of every-day music applications.

Index Terms: music information retrieval,
music emotion recognition, affective MIR,
mood estimation, Moodo dataset

1. Introduction

To analyze, retrieve and organize information
in music, the field of music information re-

trieval (MIR) emerged in the last two decades
[6]. It has grown since its early beginnings to
encompass a number of topics and bring to-
gether researches from several well-established
fields, from computer science and signal pro-
cessing on one side, to psychology and music
theory on the other. Several standardized MIR
tasks have been established, which makes the
comparison of different approaches possible. In
the topics more closely related to signal pro-
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cessing, polyphonic transcription [15, 11, 23]
and chord estimation [22, 26] have dominated
the general interest of the MIR community.
More recently, a variety of user-related MIR
tasks emerged, taking the user’s specific taste
and opinion as the benchmark (e.g. [5, 29]),
starting with music genre classification [37, 3].
With a growing number of available anno-
tated datasets, mood estimation [14] has also
emerged as an independent task [18, 16]. These
user-centered topics gave rise to affective music
information retrieval, which includes systematic
analysis and modelling of affect in music [13, 8],
user preference elicitation based on facial ex-
pression [34], study of mood and emotions [38],
and others.

With the growing interest of both indus-
try and academia [4], the emerged affective
MIR subfield can be viewed as a consequence
of the shift of interest from the system as the
goal paradigm towards the system as the tool,
where the goal is to accommodate each user
individually. Affective MIR is thus focused on
user-awareness—its main goal is to incorporate
the user’s demographic-oriented, personality-
oriented and preference-oriented information
into the system. The most significant barrier
to achieve a truly affective MIR system is the
lack of regularized and diverse annotated data.
To overcome this barrier, Pesek et al. [24] pro-
posed a new multi-modal dataset—named the
Moodo dataset—that includes listeners’ emo-
tional ratings of music pieces, as well as their
demographic data and music preferences.

By analyzing data from the Moodo dataset,
the authors have previously shown how col-
ors and music are mediated by emotions and
how emotion-color-music associations are fur-



ther constrained by the user context of mood,
gender, age, and music preferences [27]. The
authors also showed that the inclusion of user
context can significantly improve prediction of
emotional responses in music.

In this paper, we continue our analyses, and
study the influence of music styles on emotional
perception of music. For this purpose, we an-
alyzed emotion-color relations within two non-
mainstream music collections included in the
Moodo dataset: a collection of Slovenian folk
songs, consisting of 20 songs from field record-
ings of Slovenian traditions; and a collection
of electro-acoustic music, consisting of 20 con-
temporary works. Our analyses expose the dif-
ferences in users’ emotional and visual percep-
tion between both collections. The results are
compared to previous analyses of this dataset,
that were focused on mainstream and film mu-
sic. We elaborate how our findings can aid in
discovery of non-mainstream music within user-
context-dependent music recommendation ap-
plications.

The paper is structured as follows. Section
2 presents the current state-of-the-art in MIR
and an overview of the Moodo dataset. Section
3 reports on the gathered responses to the non-
mainstream music subsets, and presents the re-
sults of our analyses, focusing on emotional and
color responses to individual collections within
the Moodo dataset. The results are discussed
in Section 4. We conclude the paper with a
discussion on the differences in emotional per-
ception of music in different music styles and
its influence on every-day applications involv-
ing music.

2. Related Work

The expansion of digitally available audio col-
lections has boosted research in music emotion
recognition, both for emotion recognition from
audio, as well as from lyrics and music tags.
The approaches are commonly benchmarked
using datasets with reference annotations. In
many cases, the annotations are produced ex-
plicitly for the dataset; in others, an online
service is used as the source of annotations
through user tags. The latter can be gathered
with less difficulty and in larger amounts, how-

ever the amount of noise is significantly higher
as there are no strictly defined rules for anno-
tation by tagging. Tags also commonly include
not only emotions involved in a song—either
perceived or induced by both music and lyrics—
but also music genre, instruments, the number
and types of vocals etc. On the other hand, ex-
plicitly provided annotations contain less noise
and more information, yet involve a lot of effort
to gather, and are limited in size.

2.1 Retrieving The Mood

Researches in music emotion recognition can be
divided into two groups, employing either dis-
crete or dimensional emotion models for gath-
ering user input. For the latter, a number of
variations of the Likert intensity scales [17] and
Russell’s circumplex model of affect [28] have
been introduced. One of the biggest drawbacks
of dimensional models is a limited number of
dimensions used for modeling emotions, with
the low-dimensional affective space typically re-
duced to valence and arousal (e.g. [9]).

The discrete models aim to overcome this
limitation by introducing multiple-category rat-
ings of emotions (e.g. [14]). Several models
have been well-accepted within the MIR com-
munity: the Geneva Emotional Music Scale
(GEMS) [40] was developed as an emotion
model for musically induced emotions. The
GEMS model is based on 45 terms, although
shorter versions have been introduced, result-
ing in the 25 and 9 term models, GEMS-25 [35]
and GEMS-9 [2]. The Music Information Re-
trieval Evaluation eXchange (MIREX) commu-
nity accepted a five-cluster model derived from
the AllMusicGuide mood repository [10], with
label sets consisting of 5 to 7 labels per cluster,
resulting in a total of 29 labels.

Neither type of the model has been proven
superior in all aspects. Therefore, authors of
the Moodo dataset developed a new hybrid
annotation model, which integrates features
from both modeling approaches: the discrete
(induced and perceived) emotion labels and
the continuous 2-dimensional valence-arousal
space. By selecting emotion labels for either
perceived or induced categories, and placing
them onto the valence arousal space, dimen-



sional and discrete data are obtained simulta-
neously. Such an approach also yields insights
into participants’ perception of emotional la-
bels and their position in the valence-arousal
space, which cannot be captured by traditional
approaches.

Several datasets with mood annotations
have been gathered in the past. The
MoodSwings Turk Dataset provides on average
17 valence-arousal ratings of perceived emo-
tions for 240 clips of popular music [30], where
a collaborative game [32] was partially used to
obtain the data. The Cal500 gathered emo-
tional labels for 500 popular songs [36], averag-
ing three annotations per song. The extended
dataset CAL10k also provided several acoustic
features and tags along with 153 genre tags for
more than 10.000 songs [33]. The MTV Music
Dataset [31] contains a set of valence-arousal
ratings for 192 popular songs annotated by 5
annotators with different musicological back-
grounds. [1] gathered over 8000 responses by
1778 participants on a set of 400 excerpts of
classical, rock, pop and electronic music. The
Emotify game had been used in a data gather-
ing procedure, which additionally included the
basic demographics. Lykartsis et al. tested
the German version of GEMS-25 model for
electro-acoustic and popular music, expanding
the original model with three additional cate-
gories (GEMS-28-G) [19]. They gathered anno-
tations from 245 participants on a set of 20 mu-
sic pieces of classical and popular instrumental
music and electro-acoustic music. [12] used the
GEMS-9 model on 4000 participants and 12000
music excerpts from 53 songs in order to mea-
sure participants’ emotional responses. Several
other datasets were presented, predominantly
containing popular music, while some also in-
cluded non-mainstream music (e.g.: [39, 7]).

The multi-modal Moodo dataset was pro-
posed by Pesek et al. [27]. It overcomes sev-
eral drawbacks of the existing datasets and ad-
ditionally enhances the auditory modality with
visual information and extensive information on
the users.

2.2 Gathering the Moodo Dataset

The dataset was gathered through a survey,
which was conducted online in three parts.

In the first part, the participants pro-
vided the following basic demographic data:
age, gender, native language and area of liv-
ing (city/rural area). Additionally, they were
asked about their musical experience and taste,
specifically the number of years of music edu-
cation, experience with playing an instrument,
amount of time listening to music per day and
their preferred music genres.

In part two of the survey, the participants
were asked to provide ratings of their current
mood and emotions, and their perception of
individual emotions and associated colors. The
participants were first asked to report their cur-
rent mood and emotions in the valence-arousal
space [28], and to associate their current mood
with a color. Next, the participants were asked
to describe their current mood using a contin-
uous emotion annotation interface called the
MoodStripe [25]. In this way, they rated their
mood by placing labels for 17 emotions onto
a continuous axis spanning from complete ab-
sence to total presence of the positioned emo-
tion. Finally, the participants were asked to
select a color representing each of the 17 emo-
tions, and to place the emotion labels onto a 2-
dimensional valence-arousal space of the Mood-
Graph interface [23]. The MoodGraph is a hy-
brid emotion annotation model that combines
the properties of discrete and dimensional mod-
els by integrating multiple-category annotations
with the dimensionality of the valence-arousal
space. The model allows draggable actions, en-
abling the user to position the labels within the
continuous space using a mouse.

In the third part of the survey, the partici-
pants’ emotional and color responses to music
were gathered. A set of 200 music excerpts,
each 15 seconds long, was selected for the task:
80 excerpts from the free online music service
Jamendo, distributed across a variety of music
genres, another 80 excerpts from the film mu-
sic dataset [7], 20 excerpts from a collection
of Slovenian folk songs, and 20 excerpts from a
contemporary electro-acoustic music collection.

The participants were asked to provide the



following information about 10 randomly cho-
sen music excerpts from the dataset: a color
best reflecting the excerpt; any number (mini-
mally one) of emotion labels that best represent
the perceived emotions of the music excerpt (by
dragging them onto the valence-arousal space
in the MoodGraph interface); and any num-
ber (minimally one) of emotion labels that best
represent the induced emotions of the music
excerpt (by dragging them onto the valence-
arousal space in the MoodGraph interface).

The dataset and its visualization is publicly
available1. It includes the 200 song excerpts,
contextual data for 741 participants and 7000
responses to music excerpts (each consisting of
one or more perceived and induced emotion la-
bels, positioned in the valence-arousal space,
accompanied by the selected color). Addition-
ally, annotations of all songs by a musicological
expert are provided, including rhythm, tempo,
tunefulness, dynamics, beats per minute, mode,
harmonic complexity, consonance and metrum.

3. Analysis of Responses to
Non-Mainstream Music

A thorough analysis of the Moodo dataset was
conducted by Pesek et al. [27], where an anal-
ysis of responses to popular and film music
excerpts is provided. In this paper, we focus
on the analysis of responses to the two non-
mainstream music styles.

The set of Slovenian folk songs includes
20 music excerpts. The songs are part of the
Slovenian oral folk song tradition, and were
as such transferred and changed through gen-
erations, their renditions preserved on ethno-
musicological field recordings. The songs are
mostly melodic with a clear rhythm and contain
one or more singers and accompanying instru-
ments. The set of electro-acoustic works con-
tains 20 music excerpts, generated through the
use of computers, typically avoiding Western
music rules and patterns. An analysis of mu-
sicological annotations of both subsets shows
significant differences in their harmonic com-
plexity and tunefulness in comparison to the
mainstream music genres (Figure 1).

1http://moodo.musiclab.si

3.1 Differences in Perception of Emotions and
Colors

Based on our previous studies of the Moodo
dataset, there is a clear distinction between the
valence-arousal positions and chosen colors of
emotions in different music contexts. Figures 2
and 3 show valence-arousal ratings and colors
for a set of emotion labels describing induced
emotions in folk and electro-acoustic contexts.
As shown in these Figures, the context signifi-
cantly influences the chosen colors and valence-
arousal positions.

Analysis of responses shows that users rate
induced emotions in both non-mainstream gen-
res quite differently. In folk music (Figure 2),
the light green and blue hues dominate the dark
blue and black colors in all emotion graphs,
except for fear and sadness, where the dark
blue and red hues prevail. Fear and anger also
share similar distributions in the valence-arousal
space. Sadness is dominated by light and dark
blue colors. Responses to electro-acoustic mu-
sic (Figure 3) are mostly dark (gray, dark red
and blue hues prevail). Fear and anger share
both dark colors and valence-arousal distribu-
tions. Fear is also more frequently labelled in
the Electro-acoustic collection. In mainstream
genres (Figure 4), emotions are on average
positioned closer to the electro-acoustic works
than to folk songs.

Table 1 contains average valence-arousal
ratings for the selected music styles in addition
to ratings in the non-music context, and av-
erage values across the whole Moodo dataset.
The averages confirm our observations of Fig-
ures 2 and 3. Anger and fear have signifi-
cantly smaller negative valence for folk songs
when compared to electro-acoustic music, and
are significantly less exciting according to the
arousal dimension. Happiness is perceived as
more positive (valence dimension) in folk songs,
but not significantly different in the arousal po-
sition. On the contrary, relaxation is perceived
a significantly more exciting (arousal position)
in folk songs.
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Figure 1: A comparison of electro-acoustic, folk and mainstream (Jamendo) collections with respect
to tunefulness and harmonic complexity on a scale from 1 ţo 7. Tunefulness reflects the melodic
aspects of an excerpt, which is high for folk songs and low for electro-acoustic works. Harmonic
complexity is naturally low for folk songs and can vary from extremely complex to simple or even
absent (N/A ) in electro-acoustic works. The mainstream collection (Jamendo) consists of a variety
of music genres and shows mostly above average tunefulness and low harmonic complexity.
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Figure 2: Emotion labels and their positions in the valence-arousal space for emotions induced by folk
music. The colors associated with each emotion are also shown. There is a clear difference in color
vividness and brightness when compared to the electro-acoustic collection in Figure 3. Moreover,
the average valence-arousal ratings change significantly especially with negative emotions (e.g. fear,
anger).

4. Discussion

The differences in perception of emotions in
the non-music and music contexts have been

previously thoroughly explored on this dataset
and concurs with other research (e.g. [20, 21]).
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Figure 3: Emotion labels and their positions in the valence-arousal space for emotions induced by
electro-acoustic music. The colors associated with each emotion are also shown. The selected colors
are darker when compared to the folk song excerpts. ’Negative’ emotions are prevalent (e.g anger,
fear, but not sadness), ’positive’ emotions are less common (e.g. happiness).
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Figure 4: Emotion labels and their positions in the valence-arousal space for emotions induced by
mainstream music. The colors associated with each emotion are also shown. The valence-arousal
distributions are more similar to electro-acoustic works in comparison to folk music. There are
significantly more points on the graphs due to a higher numbers of excerpts in these collections.



Table 1: A comparison of valence-arousal ratings (each component separately) for perception of
emotions in non-music context, music context across the Moodo dataset, and separately for folk
songs and electro-acoustic works.

Non-music context Music context overall
µ(V ) µ(A) σ(V ) σ(A) µ(V ) µ(A) σ(V ) σ(A)

Anger -0.68 0.57 0.26 0.47 -0.41 0.34 0.42 0.49
Joy 0.69 0.51 0.26 0.33 0.49 0.52 0.30 0.34
Happiness 0.75 0.31 0.26 0.46 0.53 0.48 0.31 0.37
Fear -0.75 0.22 0.24 0.54 -0.45 0.31 0.41 0.45
Sadness -0.76 -0.33 0.22 0.48 -0.37 0.04 0.45 0.48
Relaxation 0.67 -0.16 0.32 0.50 0.44 0.24 0.34 0.48

Folk songs Electro-acoustic music
µ(V ) µ(A) σ(V ) σ(A) µ(V ) µ(A) σ(V ) σ(A)

Anger -0.37 0.16 0.47 0.50 -0.57 0.43 0.38 0.48
Joy 0.47 0.53 0.30 0.33 0.40 0.45 0.31 0.38
Happiness 0.49 0.49 0.34 0.40 0.27 0.41 0.44 0.31
Fear -0.18 0.18 0.51 0.49 -0.48 0.46 0.45 0.40
Sadness -0.41 0.00 0.43 0.51 -0.45 -0.05 0.33 0.52
Relaxation 0.43 0.33 0.36 0.45 0.35 0.16 0.37 0.55

In this study we focused on relations between
induced emotions and colors, mediated by the
music context by looking at two different mu-
sic styles. The analysis unveiled significant dif-
ferences in the users’ perception of emotions
on several layers. First, the distribution of
emotions varies between both collections—folk
songs induce more positive emotions, such as
joy and happiness, when compared to electro-
acoustic music. Second, listeners’ perception
of positions of emotion labels in the valence-
arousal space is different over both styles. Sec-
ond, the neutral emotions are considered more
positive for folk songs, and third, the choice of
colors differs, as discussed in Section 3.

When deciding on the musical contents of
the Moodo dataset, care was taken to uniformly
distribute excerpts of different music styles.
The dataset thus contains a range of differ-
ent mainstream genres, from metal to classical
music. Similarly, the folk songs and electro-
acoustic works contain excerpts from different
performers and composers, varying in topics,
tunes, instruments etc. This analysis therefore
reveals interesting patterns in users’ perception
which differ between the music styles included
in the dataset. The harmonic, melodic or lyric

content naturally influences the users’ percep-
tion of a specific song. However, the visual
and affective perception is significantly biased
by the music style in the non-mainstream col-
lections.

5. Conclusions

In this paper we analyzed users’ emotional
responses to two non-mainstream music col-
lections included in the Moodo dataset, the
Slovenian folk song collection and the electro-
acoustic music collection. We explored the per-
ception of emotions and colors in these two
collections, which unveiled a strong influence
of the non-mainstream style on the frequency
of induced emotions, their valence-arousal posi-
tions and the corresponding colors. An analysis
of the data, similar to the one presented in this
paper, could also be replicated on mainstream
genres. However, the Jamendo collection in the
Moodo dataset contains 80 songs in 20 genres,
resolving in very small subsets of songs, from
which strong conclusions are difficult to make.

The research in the affective MIR can sig-
nificantly influence future development of mu-
sic recommender systems. Further analysis of



emotional processing and interactions between
visual and auditory modalities will help tackle
a number of challenges, such as better user in-
terfaces and consequently improved user experi-
ence in user-aware systems. Music recommen-
dation is not the only topic which deals with
the auditory and visual perception in interfaces.
There is as a variety of action-related scenarios,
which play an important role in most informa-
tion systems, for example, the auditory support-
ing notifications in user actions and event oc-
currences in most information systems in every-
day use. In our view, an immediate step to-
wards the improvement of the interfaces lays
in the annotated multi-modal datasets. Until
recently, the lack of such datasets posed a sig-
nificant obstacle. Consequently, the informa-
tion systems development largely ignored the
importance of the interfaces, especially in the
auditory domain. We have shown, the Moodo
dataset can offer significant insights into the
multi-modal interrelations and can aid tackling
these challenges in the future.
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