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Abstract

This paper presents a new multimodal dataset Moodo that can aid the development of affective

music information retrieval systems. Moodo’s main novelties are a multimodal approach that links

emotional and color perception to music and the inclusion of user context. Analysis of the dataset

reveals notable differences in emotion-color associations and their valence-arousal ratings in non-music

and music context. We also show differences in ratings of perceived and induced emotions, especially

for those with perceived negative connotation, as well as the influence of genre and user context on

perception of emotions. By applying an intermediate data fusion model, we demonstrate the importance

of user profiles for predictive modeling in affective music information retrieval scenarios.

I. INTRODUCTION

Affective music information retrieval (MIR) is an interdisciplinary effort to understand and

model user information needs in the largely uncharted territory of human use and perception

of music. Among its many challenges are the systematic analysis and modeling of affect in
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music (Juslin, 2013; Eerola, 2013), the influences of musical preferences, personality, mood and

emotions (Vuoskoski and Eerola, 2011a; Schubert, 2013), the investigations into neural correlates

and multisensory integration (Zatorre et al., 2007; Koelsch, 2010; Spence, 2007; Levitin and

Tirovolas, 2009), as well as the cognitive, social and cultural influences (Pearce and Rohrmeier,

2012; Stalinski and Schellenberg, 2012; Stevens, 2012).

In recent years, efforts towards personalization in MIR have shifted the emphasis from the

system- towards user-centered design. Traditional MIR tasks are predominantly system-centered,

e.g. audio classification, melody extraction, music similarity and retrieval, emotion and mood

estimation from audio, lyrics or collaborative tags (Song et al., 2012; Kim et al., 2010; Laurier

et al., 2009). More often than not they lack grounding in the real world (Weigl and Guastavino,

2013; Schedl et al., 2013). The state-of-the-art is reflected in existing MIR datasets where user

information about their perception and use of music is generally sparse (Schedl et al., 2013).

Affective MIR, on the other hand, aims to be ’user-aware’. Its main objective is to integrate

context-related user information (such as music preferences) with the perception and use of music

to attend to user’s music information needs. Specifically, it deals with the affective (emotional

and mood related) aspects of music perception and cognition, and their integration in MIR.

The main obstacle towards affective MIR is the limited availability of coherent empirical data,

as competing theories, different annotation sets, emotion models and methodologies add to the

overall complexity and make a systematic comparison of results difficult, if not impossible

(Eerola and Vuoskoski, 2013; Lee and Cunningham, 2013).

The enormous amount of digitally available audio recordings has spawned an increased interest

in the affective aspects of music. As an important topic within the MIR field, the music emotion

recognition (MER) focuses on the development of algorithms for automatic emotion recognition

and mood estimation from audio. Although MER is defined as a multiclass-multilabel classi-

fication problem (Kim et al., 2010), more recent approaches also aim at integrating subjective

aspects, such as user’s perception of emotions in music, to improve recognition (Yang and Liu,

2013).

The main problem of existing MER datasets is the incommensurability of emotion modeling

approaches used in the studies, as well as a lack of studies on multimodal perception of music.

Existing datasets have different research goals, use different emotion models and labels, types

of music, number and duration of excerpts, and are often further limited by the number of

participants. Many of them have little or no data on user context and participant’s affective state,
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and none, to our knowledge, focus on the integration of multiple modalities when measuring

participant’s responses to music.

The main motivation for gathering a new dataset is a multimodal approach towards MIR

and MER. The Moodo dataset is a dataset of mood-dependent emotional and color responses

to music that can be used in research on the multimodal perception of music and in various

affective MIR scenarios. By linking emotion-color-music responses to user context (basic de-

mographics and music preferences) we are able to obtain additional insight into emotional and

multimodal interactions, and create user profiles for predictive modeling in affective MIR. The

color dimension, along with the emotional perception of music and user context, further supports

aspects of personalization in the development of affective recommender systems (Sokolova and

Fernández-Caballero, 2015). The Moodo dataset is publicly available for download and for online

visualization1.

The rationale for incorporating the visual (color) modality lies in the existing research on

human emotions that underline the importance of multimodal approaches, with several experi-

mental studies confirming the link between emotions and colors, e.g. Eysenck (1941); Wexner

(1954); Schaie (1961); Adams and Osgood (1973); Valdez and Mehrabian (1994); Sokolova and

Fernández-Caballero (2015). As music listening is for most people an emotional experience, and

several studies have shown correlations between the emotional perception of colors and music

(e.g. (Palmer et al., 2011, 2016)), we argue that color as an additional dimension can give us

further insights into relationships between emotions and music, and that its perception is different

in the music versus non-music contexts, as well as influenced by the context of the user. The

results presented in this paper confirm this hypothesis.

The paper extends the preliminary analysis of emotion-color relations from the Moodo dataset

presented in Pesek et al. (2014a). The preliminary analysis gave an overview of the dataset and the

data gathering procedure. In this paper, we show how colors and music are mediated by emotions

and how emotion-color-music associations are further constrained by the user context of mood,

gender, age, and music preferences. These aspects are also included in the experimental section

of the paper, where we show how user context can improve prediction of emotional responses in

music. The experiment validates the usability of user profiles for predictive modeling in affective

MIR and opens new possibilities for innovative applications in affective computing in general.

1The Moodo dataset is available at: http://moodo.musiclab.si
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The paper is structured as follows. Section II presents the current state-of-the-art in affective

MIR with an overview of available datasets for MER. Section III describes the design of the

survey prepared for gathering the Moodo dataset. Section IV presents results of the survey

and analysis of the gathered data, focusing on emotional and color responses to music given

the user context. Section IV-F presents an application of the results using multimodal data

fusion, which shows the advantages of integrating user context (demographic data and personal

preferences) in predictions of discrete emotions (emotion labels) and their valence-arousal ratings.

We conclude the paper with a discussion of the findings and their possible applications to music

recommendation.

II. RELATED WORK

The following overview addresses several areas: emotion models as the key instrument for

gathering user input, the available music datasets used for MER-related tasks, and research on

colors in both general MIR visualizations and as a separate research topic, dealing with the

relationship between auditory and visual perception.

A. Emotion models in MER

Most MIR researches on the emotional perception of music use traditional discrete or dimen-

sional emotion models for gathering user input, such as variations of the Likert intensity scale

(Likert, 1932) or Russell’s circumplex model of affect (Russell, 1980). As the names imply,

discrete emotion models represent emotions as discrete categories, while dimensional models

represent emotions as dimensions, typically in the two-dimensional coordinate space of valence

and arousal.

Variations of Russell’s dimensional model have been frequently used in studies on musical

emotions (e.g. (Laurier et al., 2009; Mcvicar et al., 2011; Yang and Chen, 2012; Barthet et al.,

2013)), with several researchers suggesting additional dimensions to better accommodate the

structure of musical emotions. For example, (Schimmack and Reisenzein, 2002) proposed alterna-

tive interpretation of the arousal dimension by two separate dimensions of energetic (awake-tired)

and tense (tense-calm), (Bigand et al., 2005) and (Canazza et al., 2001) proposed the additional

third dimension of kinetics to link perceived emotions with body posture and gestures, and

(Eerola et al., 2009) proposed tension as an additional third dimension to valence and arousal.
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The main criticism of dimensional models refers to the limited number of dimensions used for

modeling emotions, with the low-dimensional affective space typically reduced to valence and

arousal (e.g. (Fontaine et al., 2007)). Discrete models aim to overcome this limitation by multiple-

category ratings of emotions (Kim et al., 2010; Barthet et al., 2012). For example, the MIREX

initiative2 proposes a five-cluster model derived from the All Music Guide mood repository (Hu

and Downie, 2007), with label sets consisting of 5 to 7 labels per cluster, resulting in a total of

29 labels. In order to compensate for the limitations of current music emotion models, (Zentner

et al., 2008) developed the GEMS - Geneva Emotional Music Scale, as a domain-specific emotion

model for musically induced emotions. The GEMS model, based on 45 terms, has been further

adapted to shorter variants of 25 and 9 term models (GEMS-25 and GEMS-9) by (Torres-Eliard

et al., 2011) and (Aljanaki et al., 2014a).

However, recent surveys and comparative analyses of discrete and dimensional approaches

in modeling musical emotions showed little advantages of discrete models – in fact, discrete

models exhibited lower discriminative accuracy for emotionally ambiguous musical examples,

compared to dimensional models (Eerola and Vuoskoski, 2010; Vuoskoski and Eerola, 2011b).

Thus, further and more extensive research is needed to confirm the benefits of models like GEMS

and MIREX over the more traditional approaches.

B. Datasets on emotional perception of music

To obtain the ground truth for evaluation of MER models, human annotators and online ser-

vices are typically used. While the annotators can provide more reliable and thorough annotations,

the online services offer a greater amount of annotations, which on the other hand are noisier.

Moreover, the selection of emotion modeling approaches and sets of emotion labels, which are

used to obtain participants’ ratings, vary and further influence the scope and nature of different

datasets.

The MoodSwings Turk Dataset provides on average 17 valence-arousal ratings of perceived

emotions for 240 clips of popular music (Schmidt and Kim, 2011). Authors used a collaborative

game MoodSwings (Speck et al., 2011) with marked emoticons to express positive and negative

emotions and their intensity in the valence-arousal space, and Amazon Mechanical Turk (paid

participation) for building the dataset. The Cal500 provides a set of mood labels for 500 popular

2http://www.music-ir.org/mirex/
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songs (Turnbull et al., 2008), averaging three annotations per song. The extended dataset CAL10k

provides 34 acoustic features, 475 acoustic tags and 153 genre tags for 10.870 songs (Tingle et al.,

2010). The MTV Music Dataset (Schuller et al., 2010) contains a set of valence-arousal ratings

for 192 popular songs annotated by 5 annotators with different musicological backgrounds. Using

the GEMS-9 model, (Aljanaki et al., 2014b) gathered over 8000 responses by 1778 participants

on a set of 400 excerpts of classical, rock, pop and electronic music. The Emotify game has

been used in a data gathering procedure, with basic demographics of gender, age and language

also recorded. (Lykartsis et al., 2013) tested the German version of the GEMS-25 model for

electroacoustic and popular music, expanding the original model with three additional categories

(GEMS-28-G). The study involved 245 participants annotating 20 music pieces of classical and

popular instrumental music and electroacoustic music. Demographic data include age, language,

the level of education, music knowledge and the amount of listening to music per day. An

interesting application of the GEMS model is a study on the emotional perception of music

conducted by (Jaimovich et al., 2013). Here, the shorter GEMS-9 model was used on 4000

participants and 12000 music excerpts from 53 songs in order to measure participants’ emotional

responses, their electrodermal activity (EDA) and heart rate.

The All Music Guide (AMG) 5 mood clusters were proposed by Hu and Downie in 2007,

to “reduce the diverse mood space into a tangible set of categories” (Hu and Downie, 2007).

Several studies used the proposed approach in a variety of task-specific applications. For example,

(Laurier et al., 2009) compared the AMG mood clusters and Last.fm service social tags to

analyze possible correlations between the two. (Yang and Chen, 2012) gathered a dataset of

2453 responses to 500 Chinese music pieces (with one expert annotation per song and 5 labels

per song on average) to evaluate the acoustic features and compare them to responses on English

music pieces.

For comparison of dimensional and discrete emotion models (Eerola and Vuoskoski, 2010)

gathered a dataset of 110 film music excerpts annotated by 116 non-musicians. The experiment

was divided into two stages. During the first stage, a dimensional model was tested by participants

rating individual music excerpts in a three-dimensional valence-arousal-tension space (using

bipolar scales), whereas during the second stage a discrete emotion model based on a 9-degree

intensity scale was used for rating of individual emotions. The dataset contains mean ratings of

perceived emotions gathered by both models. Demographic data about each participant includes

gender, age, music education and skills (the ability to play an instrument).
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C. Visualization in MIR

User-centered research in music visualization has been largely neglected in the past (Schedl

et al., 2013; Serra et al., 2013), but recent attempts (e.g. the Grand challenge at MIREX evaluation

exchange initiative3) indicate a growing interest in this domain. There are numerous attempts

at providing visualizations for a variety of music and audio features, from low-level spectral

features to high-level music patterns and music metadata (Donaldson and Lamere, 2009). Most

can be separated into two categories: visualizations of music parameters (e.g. harmonies, temporal

patterns and other music entities) (Isaacson, 2005; Bergstrom et al., 2007; Mardirossian and

Chew, 2007; Grohganz et al., 2013; Jiang and Mueller, 2013), and visualizations of spaces

representing relationships among different music pieces (Pampalk, 2003; Kurabayashi and Imai,

2014). The latter are more suitable for music recommendation systems and for data exploration

systems in general.

Furthermore, future music visualization approaches should build upon findings from research

on multimodal aspects of human perception and cognition. As several studies have shown, the

interactions between emotions and visual (color) and auditory (music) modalities significantly

depend on user’s personality traits, temporary affective state, and music context (Meyer, 1956; Ou

et al., 2004; Juslin and Västfjäll, 2008; Spence, 2011). The experiments conducted by (Palmer

et al., 2016) further show that cross-modal associations between music and color use emo-

tional mediation as an underlying mechanism. Their findings ”associate specific dimensions of

color (saturation, lightness, and yellowness-blueness) with specific high-level musical dimensions

(tempo and mode), [and] ... show clear evidence of mediation by emotional dimensions (happy-

sad and angry-calm) ...” (Palmer et al., 2013, p. 8836). Further evidence for the direct cross-

modal emotional mediation of both modalities is presented in this paper, based on analysis of

participants’ valence-arousal ratings of emotions and their color associations for the individual

music excerpts.

As the overview of the state-of-the-art shows, most of the existing MIR and MER research

datasets focus exclusively on the auditory modality and gather very limited user context. The

Moodo dataset aims to alleviate some of these shortcomings by focusing on emotional mediation

of visual and auditory modalities (color and music), and the extensive user data. In what follows,

we first present the methodology for gathering the Moodo dataset.

3http://www.music-ir.org/mirex/wiki/2016:GC16UX
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III. METHODOLOGY: SURVEY DESIGN AND DATA GATHERING PROCEDURE

The methodology for gathering annotations on emotions, colors, and music, consisted of two

parts: the preliminary survey and the main survey. The goal of the preliminary survey was to

define the emotion labels and the emotion annotation tools for gathering participants’ ratings,

and to evaluate different aspects of user experience for the main survey. The main survey was

conducted online to collect a maximum number of annotations. Both surveys were conducted in

Slovenian language.

A. Preliminary survey

Our main survey used two separate sets of emotion labels: one for ratings of participants’

mood and emotions in a non-music context (Section III-B2), and one for annotation of music

excerpts (Section III-B3). The decision to use two separate emotion sets was based on findings

of several studies on musical emotions arguing that certain emotions are more relevant in the

music context than others (e.g. Juslin and Sloboda (2001); Juslin and Västfjäll (2008); Juslin

(2013); Schubert (2013); Eerola (2012)).

To define the emotion set for participants’ self reports on their mood and emotions in non-music

context, we conducted a survey on 64 participants. In total, 48 emotion labels were gathered from

various datasets used in scientific studies (Russell, 1980; Remmington et al., 2000; Watson et al.,

1988; Ekman, 1992). Participants were then asked to use these emotion labels to describe their

current affective state on a 7-degree intensity scale. Principal component analysis (PCA) was

used to reveal the semantic salience of the individual emotion labels across the participants and

to select a set of emotion labels relevant to our study. The final set represents 64% of the variance

along the first three principal components and consists of the following 17 emotion labels: Active,

Angry, Calm, Cheerful, Disappointed, Discontent, Drowsy, Happy, Inactive, Joyous, Miserable,

Relaxed, Sad, Satisfied, Sleepy, Tired, Wide-Awake. This emotion set was later used in Part 2 of

the main survey for the participants’ self-reports on mood and emotions (see Section III-B2).

A separate emotion set was defined for the annotation of musical emotions. This set comprises

mainly of the musical emotion labels used across several experimental studies and scientific

literature on musical emotions, e.g. Juslin and Sloboda (2001); Juslin and Laukka (2004); Eerola

(2012). It represents the following 15 musical emotion labels: Anger, Anticipation, Calmness,

Dreaminess, Fear, Gloominess, Happiness, Inspiring, Joy, Liveliness, Longing, Relaxation, Sad-
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ness, Surprise, and Tension. This set was later used in Part 3 of the main survey (see Section

III-B3).

Additionally, two emotion annotation tools (MoodStripe and MoodGraph) and a discrete color

wheel were developed to optimize the data gathering procedure. These are presented in the

following section.

B. Main survey

The main survey was conducted online in three consecutive parts. Part 1 gathered the basic

demographics about the participants, Part 2 focused on the participants’ current mood and their

perception of the emotions and colors, and Part 3 gathered the participants’ emotional and color

responses to music.

1) Part 1: demographic information: The first part of the survey gathered general demographic

information about the participants, together with their musical experience and taste. These data

included: age, gender, native language and area of living (city/rural area), music education, the

experience of playing an instrument, the amount of time listening to music per day, and genre

preferences.

2) Part 2: self-reports on mood, emotions and associated colors in non-music context: Part

2 of the survey gathered the participants’ self-reports on their mood, emotions, and associated

colors. The participants were first required to rate their current mood and emotions in the valence-

arousal space and associate their mood with a color. Next, the participants rated the set of 17

emotions (as defined in the preliminary survey). This step required the participant to self-report

the presence of the individual emotion labels on a continuous scale, using the MoodStripe

emotion annotation tool (Figure 1). The MoodStripe was used instead of the more traditional

n-point intensity scales (such as the Likert scale), because it enables concurrent annotation of

multiple emotions on a one dimensional continuous activation scale, with the horizontal position

of each emotion label indicating its activation level. For a detailed presentation of the MoodStripe

interface see (Pesek et al., 2016).

Finally, the participants were required to rate emotions in the valence-arousal space and

associate them with colors. For each of the 17 emotion labels the participants were first asked to

select an associated color from a discrete color wheel, and then place the individual emotion label

onto a two-dimensional valence-arousal space using the MoodGraph interface shown in Figure
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Fig. 1. The MoodStripe tool. The participant drags emotion labels (shown on top) onto a canvas (the grey box below). The canvas

represents a one dimensional continuous activation scale: from unexpressed (left) to highly expressed (right). This interface was

used by the participants to self-report the presence of individual emotions.

2.4 The MoodGraph is a hybrid emotion annotation model that combines several properties

of discrete and dimensional models by integrating the multiple-category annotations with the

dimensionality of the valence-arousal space. The model is based on the drag-and-drop paradigm

similar to the MoodStripe and enables comparison of multiple ratings and integration of several

categories. The advantages of the MoodGraph are further discussed in Section III-C.

3) Part 3: emotional and color responses to music: Part 3 of the main survey gathered the

participants’ emotional and color responses to music. A set of 200 music excerpts, each 15

seconds long and tagged with a genre label gathered from the respective collection, was selected

for the task: 80 excerpts from the free online music service Jamendo, distributed across a variety

of music genres, another 80 excerpts from the film music dataset (Eerola and Vuoskoski, 2010),

20 excerpts from a collection of Slovenian folk songs, and 20 excerpts from a contemporary

electro-acoustic music collection.

Each participant was presented with 10 music excerpts and instructed to:

• choose a color best associated with the music excerpt;

4Note that Figure 2 shows the MoodGraph interface as used for the annotation of musical emotions (Part 3 of the main

survey). It integrates the two categories of perceived and induced musical emotions, represented by the two boxes with the note

icon for the perceived and the person icon for the induced musical emotions. The MoodGraph used in the non-music context

(Part 2 of the main survey) only comprises of one category representing the 17 emotion labels.
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• choose one or more emotion labels expressing the perceived emotions of the music excerpt

and place them onto the valence-arousal space of the MoodGraph;

• choose one or more emotion labels expressing the induced emotions (emotions evoked in

the participant) of the music excerpt and place them onto the valence-arousal space of the

MoodGraph.

C. The hybrid emotion annotation model

As discussed in Section II-A, two main types of emotion annotation models exist: dimensional

(typically represented by a two-dimensional valence-arousal space) and discrete models. There

is no consensus on which of the two approaches is better suited for capturing musical emotions

(Eerola and Vuoskoski, 2010). The aim of the MoodGraph is to develop a hybrid model which

would capture some of the advantages of both traditional approaches, for two reasons: a) to

retain the connection between the specific emotion and its varying position in a two-dimensional

affective space (by using the drag-and-drop functionality), and b) to put lesser task-load on

the participant by enabling concurrent annotation, thus avoiding the use of several n-degree

scales. We believe that the load put on the participant should not be neglected—Part 3 of the

survey alone requires that the participants rate 10 music excerpts with at least one emotion label

per excerpt and from each category (perceived and induced) of musical emotions. Using the

traditional approach based on n-degree intensity scales would require a substantial number of

scales to provide all possible annotations for a single excerpt. The MoodGraph is a novel hybrid

annotation model that integrates annotation of discrete (induced and perceived) emotion labels

with a continuous two-dimensional valence-arousal space and also reduces the cognitive load. By

selecting emotion labels from either category and placing them onto the valence-arousal space,

we can simultaneously obtain both the dimensional and discrete data (as shown in Figure 2).

Such an approach also yields insights into participants’ perception of emotional labels and their

position in the valence-arousal space, which cannot be fully captured by either of the traditional

models.

A subsequent usability evaluation of the MoodStripe and MoodGraph annotation models was

conducted. Using a subset of questions from the NASA load task index evaluation questionnaire

(Hart, 2006), mental, physical, temporal demands, and frustration were evaluated in comparison

to the standard n-degree intensity scale. Both MoodStripe and MoodGraph scored higher in

intuitiveness (ease of use), functionality (reduced task-load), and lower-level of user frustration,
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Fig. 2. The two-category MoodGraph interface provides two separate categories for annotation of induced (the person icon)

and perceived (the note icon) musical emotions. Individual emotion labels can be dragged from each category container onto

the valence-arousal space. The dots indicate the position of the selected emotion label in the valence-arousal space.

compared to the standard intensity scale. For further details, see (Pesek et al., 2014b) and (Pesek

et al., 2016).

IV. ANALYSIS OF MUSIC, COLORS, AND EMOTIONS

A. Results of the survey

The entire survey was completed by 741 participants. The average age of the participants

was 26.5 years, the youngest participant was 15 years old and the oldest 64 years old. 66%

of the participants were from an urban area, 67% of the participants were women. 50% of the

participants, among them 60% men and 44% women, had no music education. Of the participants

with music education, 12% of women and 6% of men finished primary music education, a

standardized 6-year music curriculum in Slovenia. 47% of the participants did not play an

instrument or sing. The amount of music listening per day was evenly spread from less than 1

hour to over 4 hours per day.
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In the survey, the participants were asked to rank three favorite genres. The overall favorite

music genre was Rock (chosen by 31% of the participants), followed by Pop (chosen by 17%

of the participants), whereas Alternative and Classical were chosen by 5% of the participants.

Other genres received less than 5% of the votes. As their second favorite genre, 20% of the

participants chose Rock, whereas Pop received 14% of the votes. Classical music was the first

choice for the third favorite genre (13%), followed by Rock (12%) and Pop (10%).

Altogether, the participants provided 6999 annotations describing their perception of emotions,

colors, and music. The amount of the data gathered in the Moodo dataset warrants an informed

insight into the emotional processing and the interactions between auditory and visual modalities,

and validates an investigation of the following hypotheses:

• a) colors are mediated by emotions;

• b) listeners can differentiate between perceived and induced musical emotions;

• c) emotional perception of color and music varies depending on context;

• d) mood, age, gender, and music preferences can influence the perception of emotions,

colors, and music.

These are further explored in the following sections.

B. Emotional mediation of color and music

Several experimental studies have shown the cross-modal emotional mediation of color and

music (Palmer et al., 2011, 2013, 2016). Their results are further validated here. The analysis of

the dataset shows some remarkable differences between valence-arousal ratings for the individual

emotions and their color associations in the non-music and music contexts. Note that the ’non-

music context’ refers to the emotion-color ratings gathered from the particpants’ self-reports on

the set of 17 emotion labels, with no music present (see Section III-B2). The ’music context’

refers to the ratings of music excerpts based on the set of 15 musical emotions and associated

colors (see Section III-B3). The mean and standard deviation of the valence and arousal ratings for

several emotions are presented in Table I5. Figures 3 and 4 show the valence-arousal ratings and

the colors for the selected perceived emotions in non-music and music contexts, respectively. Note

that not all of the emotions shown correspond across the two figures: Energetic and Liveliness

5Unless stated otherwise, the musical emotion ratings as presented in the table and the figures are given for the perceived

musical emotions. The valence-arousal space is represented by valence on x-axis and arousal on y-axis.
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TABLE I

THE MEAN AND THE STANDARD DEVIATION OF VALENCE AND AROUSAL RATINGS FOR EMOTIONS IN THE NON-MUSIC AND

MUSIC CONTEXT.

Non-music context Music context

µ(V ) µ(A) σ(V ) σ(A) µ(V ) µ(A) σ(V ) σ(A)

Anger -0.68 0.57 0.26 0.47 -0.41 0.34 0.42 0.49

Joy 0.69 0.51 0.26 0.33 0.49 0.52 0.30 0.34

Happiness 0.75 0.31 0.26 0.46 0.53 0.48 0.31 0.37

Fear -0.75 0.22 0.24 0.54 -0.45 0.31 0.41 0.45

Sadness -0.76 -0.33 0.22 0.48 -0.37 0.04 0.45 0.48

Relaxation 0.67 -0.16 0.32 0.50 0.44 0.24 0.34 0.48

Fig. 3. Emotions and their color associations in the valence-arousal space (non-music context). The participants assigned a

valence-arousal point and a color for each of the emotions in the second part of the main survey (see Section III-B2).7

in Figure 3 are replaced with Anticipation and Calmness in Figure 4. This is due to the different

emotion labels used for annotation of emotions in non-music and music context (see Section

III-A).

The color associations for the individual emotions in the non-music context, as presented in

Figure 3, are in line with previous research (Adams and Osgood, 1973; Ou et al., 2004; Palmer

7Colors appear in grayscale in the printed version of this paper. For a colored Figure, please refer to the online version.
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et al., 2013). The dark blue-violet and black hues are associated with more negative emotions

such as Fear and Sadness. On the other hand, the more vibrant yellow-green-red hues are

associated with more positive emotions, such as Joy, Happiness, Energetic, and Liveliness, with

the prevalent red hues for the latter two. Two noticeable exceptions are Relaxation and Anger.

Relaxation occupies the positive part of the valence dimension, but with almost exclusively light

green hues, whereas Anger is dominated by the bright red and black hues. All emotions exhibiting

high activity (high arousal) contain more red hues, regardless of their valence (e.g. compare

Anger, Energetic and Liveliness). In the music context (Figure 4), the red-purple hues prevail

over the dark blue-violet and the grey-black hues for the perceived negative emotions Anger and

Fear, whereas the green hues prevail over the yellow hues for the perceived positive emotions of

Joy and Happiness, and dominate for Relaxation and Calmness. Sadness differentiates itself from

the rest of the emotions with the prevalent blueness. There is an interesting relation between

the color associations and the valence-arousal ratings for Anticipation, where the color hues

associated with the negative emotions dominate the negative pole of the valence space, whereas

the green-blue hues associated with the more passive but pleasant emotions (such as Relaxation

and Calmness) dominate in the lower right quadrant of positive valence and negative arousal.

The comparison of Figures 3 and 4 and the associated data in Table I shows that the emotions

in the music context occupy a more central position of the valence-arousal space and with

higher variance on the valence dimension, in comparison to the emotions rated in the non-

music context. The mean and standard deviation of the valence and arousal ratings for the

emotions in the non-music and music context are presented in Table I. There is a notable

difference in the valence-arousal ratings and the variance for the following emotions, where their

valence is compared for the non-music vs. music context, respectively: Anger: µ(V ) = −0.68

vs. µ(V ) = −0.41, σ(V ) = 0.26 vs. σ(V ) = 0.42; Fear: µ(V ) = −0.75 vs. µ(V ) = −0.45,

σ(V ) = 0.24 vs. σ(V ) = 0.41; and Sadness µ(V ) = −0.76 vs. µ(V ) = −0.37, σ(V ) = 0.22

vs. σ(V ) = 0.45. Also notable is the positive arousal for the typically more passive musical

emotions, such as Sadness (µ(A) = 0.04) and Relaxation (µ(A) = 0.24). This shows that

musical emotions are being perceived differently from their non-music counterparts and can at

times occupy semantically opposite positions (Zentner et al., 2008), especially along the valence

dimension, where for example sad music can sometimes be perceived as pleasant (Vuoskoski
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Fig. 4. Emotions and their color associations in the valence-arousal space (music context). The participants assigned a valence-

arousal point and a color for perceived emotions for each music excerpt in the third part of the main survey (described in Section

III-B3). Compared to Figure 3 there is a larger variety in positioning of emotions in the valence-arousal space as well as the

chosen colors.9

and Thompson, 2012).

As already discussed, the rationale for incorporating the visual (color) modality lies in the

relations between emotions, colors and music, as demonstrated in several studies (e.g. (Wexner,

1954; Schaie, 1961; Adams and Osgood, 1973; Valdez and Mehrabian, 1994; Palmer et al.,

2011, 2016)). As Figures 3 and 4 show, the dimension of color uncovers some qualitative

differences among emotions that are otherwise constrained by the two-dimensional affective

space of valence and arousal. One of the limitations of such space is the reduction of emotions

onto two dimensions where perceptually different emotions (e.g. compare Sadness and Fear in

Figure 4) often occupy the same regions of the affective space. In this context, color can give us

additional insight and show how emotions, even those sharing the same regions of the affective

space, are visually perceived as different. The role of color in the emotional perception of music

is further discussed in Sections IV-D and IV-E.

9Colors appear in grayscale in the printed version of this paper. For a colored Figure, please refer to the online version.
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C. Perceived and induced musical emotions

Emotional processing of music generally involves two types of emotions (Evans and Schubert,

2008): the emotions that are conveyed by music (perceived) and those evoked in a listener (in-

duced). The analysis of the Moodo dataset shows that the participants do differentiate between the

perceived and induced musical emotions. The Kruskal-Wallis test shows significant differences

in the ratings of: Sadness, where for induced Sadness valence is less negative (p <0.001, r =

0.11), Anticipation, where for induced Anticipation valence is more positive (p <0.001, r = 0.13)

and arousal is higher (p = 0.001, r = 0.05), and Anger, where for induced Anger valence is more

negative (p = 0.015, r = -0.08).

Figure 5 shows that in certain music contexts, especially those with perceived negative conno-

tation, music can produce a variety of, sometimes polar, perceived-induced emotion responses in

the listener. This is in line with previous research on perceived and induced emotions in music

(Schubert, 2013), and while the differentiation between the two categories is not always clear

(Gabrielsson, 2002), these results show that both aspects should be accounted for when modeling

emotions in music.

D. Influence of genre on the perception of musical emotions

Emotional mediation of color and music is to some extent further influenced by music genre.

Beyond various musical characteristics and styles that differentiate one genre from another,

the music genres can also convey a plethora of (sometimes very distinctive) musical emotions.

These emotions can be perceived differently and sometimes even as divergent, depending on the

underlying musical characteristics and style of the particular genre (Eerola, 2011).

Figure 6 shows the top three music genres for the perceived musical emotions: Anger, Joy,

Anticipation, Fear, Sadness, and Calmness. Each point represents the average valence-arousal

rating for the music excerpt belonging to one of the top three genres (different genres are shown

with different icons). The prevalent (most frequently used) color associated with each music

excerpt is shown as a color of each point, whereas the prevalent genre color is shown in the icon

next to the genre label in the graph’s legend. The genre categorization of the music excerpts is

based on their categorization in the music collections used in the study (see Section III-B3). The

results show that different genres convey different sets of musical emotions and that even the same

emotion might be perceived differently across musically and stylistically heterogeneous genres.

For example the Kruskal-Wallis test shows that Sadness in Rock is perceived as significantly
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Fig. 5. Differences between the induced (diamond) and perceived (circle) musical emotions in the valence-arousal space. The

average participants’ ratings (centroids) for individual music excerpts are shown as induced-perceived emotion pairs.

more negative than in Pop (p = 0.02, r = -0.28) or Country (p = 0.001, r = -0.45), Anticipation

is perceived as more neutral in Electronic genre than in New-Age (p = 0.01, r = -0.2) or Pop

(p = 0.01, r = -0.22), and Calmness is perceived as less positive in Pop than in New-Age (p =

0.02, r = -0.22) or Easy Listening (p <0.001, r = -0.33).

E. Additional user context: mood, gender and age

The analyses presented above show the role of emotions in the perception of color and music.

Additional user context can give further insight. In what follows, the influences of mood, gender,

and age, as well as the effects of various emotion combinations are shortly presented. These

findings further emphasize the role of user context in MIR and MER research.

The analysis of variance (Kruskal-Wallis test) for the emotional perception of color and music,

and with regard to user context, revealed several interesting differences. With increased age,

the active emotions (e.g. Energetic) are perceived to be less positive (p < 0.001, Bonferroni

11Colors appear in grayscale in the printed version of this paper. For a colored Figure, please refer to the online version.
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Fig. 6. Top three genres for the individual emotions: Anger, Joy, Anticipation, Fear, Sadness, and Calmness. Points represent

the average valence-arousal ratings and prevalent colors for the individual music excerpts from the respective genres (refer to

the genre icons in the graph legend), whereas the colors of the icons in the legend represent the prevalent color for each genre.11

corrected, df = 4, largest effect r = -0.21), whereas emotions with typically low arousal (e.g.

Relaxed) are perceived as more active (p = 0.047, Bonferroni corrected, df = 4, largest effect r

= 0.11). Women prefer more extreme ranges in the valence-arousal ratings than men (e.g. see

Figure 7), as well as more intensive colors for the positive and negative emotions, as expressed

in higher color saturation for Energetic (p < 0.001, r = 0.18) and also for Happiness, Liveliness

and Joy. Also, women perceive Dreaminess as more positive (p < 0.001, r = 0.11) and Tension

as more negative (p < 0.001, r = -0.14).

To further illustrate these differences, the quantized valence-arousal space visualization (Ju-

Chiang et al., 2015) was used in Figures 7 and 9. Figure 7 shows the gender-based differences in

perception of Surprise and Tension. These emotions represent the dynamic properties of music

(Juslin and Sloboda, 2001; Juslin and Västfjäll, 2008) and are perceived as such on the arousal

dimension, with both gender groups rating them as active. However, some interesting differences
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Fig. 7. Gender differences in perception of musical emotions for Surprise and Tension. The heatmap shows the frequency of

valence and arousal ratings for both genders.

can be found on the valence dimension, with the ratings for women more distributed for Surprise

and the ratings for men more distributed for Tension, as shown in Figure 7.

The participants’ current mood also influences their perception of emotions and colors. The

more positive and active the mood, the more are the positive emotions perceived as positive

and active—e.g. for Joy (p = 0.011, Bonferroni corrected, df = 4, largest effect r = 0.13) and

Happiness (p = 0.002, Bonferroni corrected, df = 4, largest effect r = 0.19)—whereas the negative

emotions are perceived as less negative (and often positive in valence) and more active, e.g.

Tension (p = 0.001, Bonferroni corrected, df = 4, largest effect r = 0.16). Mood also influences

participants’ perception of musical emotions, as shown in Figure 8. The figure illustrates the

effects of mood on perception of color for Sadness and Happiness and their valence-arousal

ratings. The participants in a satisfied mood tend to rate Sadness as pleasant (more positive in

valence) more frequently, compared to the participants feeling discontent. The color of musical

emotions is also perceived differently, depending on the mood. In Figure 8, the effect of negative

mood on the color of Sadness is obvious, with the black hues only present for the participants

feeling discontent. However, as the figure shows, the participant’s negative mood only influences

their color perception of Sadness, but not Happiness.

Also widespread are the effects of emotion combinations used by the participants, as presented

in Figure 9. The figure shows the quantized valence-arousal space for Anticipation, Liveliness, and

Tension, and the effects of their combinations with Anger, Fear, Happiness, and Joy, when they

concurrently appeared in the ratings. Common to all three is the positive position on the arousal

dimension, with Tension leaning towards the negative and Liveliness towards the positive valence.

Figure 9 shows how their association with the negative emotions (Anger and Fear) affects

13Colors appear in grayscale in the printed version of this paper. For a colored Figure, please refer to the online version.
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Fig. 8. The effects of the participants’ negative (Discontent) and positive mood (Satisfied) on the color perception of Sadness

and Happiness. The figure shows the valence-arousal ratings for Sadness and Happiness as perceived by the discontent and

satisfied participants, with the frequencies and colors of the most prevalent hues (four per quadrant of the valence-arousal space)

shown in the bar charts.13

their valence-arousal ratings towards the negative valence, whereas their association with the

positive emotions (Happiness, Joy) gravitates the ratings towards the positive valence (Kruskall-

Wallis, p < 0.001, Bonferroni corrected, df = 3, largest effect r = 0.51 for Anticipation-Fear

vs. Anticipation-Joy). All three, Anticipation, Liveliness, and Tension, are often considered as

candidates for the alternative third dimension, used in modeling the dynamic aspects of music,

such as tempo and rhythm (Juslin and Sloboda, 2001; van der Zwaag et al., 2011).
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Fig. 9. The effects of different emotion combinations on the perception of musical emotions for Anticipation, Liveliness and

Tension. The heatmap shows the differences in the valence-arousal ratings as influenced by the associated negative (Anger, Fear)

and positive (Happiness, Joy) emotions.

F. Predicting emotional responses: applying machine learning to the Moodo dataset

The size of the Moodo dataset provides a suitable foundation for application of machine

learning algorithms to predict users’ responses, given the user context. To demonstrate its

usefulness, an experiment was conducted with the goal of predicting perceived emotion labels

and their valence-arousal ratings. An intermediate data fusion approach called Data Fusion by

Matrix Factorization (DFMF) (Zitnik and Zupan, 2015) was used for modeling the dataset. The

DFMF is based on the constrained matrix factorization and has shown success in analyzing

heterogeneous data sources, overcoming several difficulties that many machine learning methods

face when processing sparse and high-dimensional data. The DFMF is flexible, requires minimal

to no preprocessing of input data (Zitnik and Zupan, 2015), and can model multi-dimensional

and multi-entity data. Overall, the DFMF is capable of modeling the heterogeneity of the Moodo

dataset.

The DFMF model (Figure 10) was applied to the Moodo dataset for prediction of perceived

emotion labels and their valence-arousal ratings based on the user profiles, ratings of musical

excerpts, high-level musical features annotated by a musicologist (rhythm, tempo, harmonic

complexity, tunefulness), and music similarities in the acoustic feature space calculated by block
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Fig. 10. A graph representation of the fusion model applied to the Moodo dataset. The ’user’ entity (blue) represents information

about the user: the demographic profile, music preferences, current mood, user’s ratings of emotions and colors. The ’answer’

entity (green) represents all the ratings for the selected music excerpt: the ratings for the perceived and induced musical emotions

and the associated colors. The ’song’ entity represents the music excerpt, together with the description of its high and low-level

musical features.

level features (Seyerlehner et al., 2010).

Two models were trained and tested: one model used both the user profile data and the

musical features for training and prediction, whereas the other model was trained only on the

musical features (without user profiles). Leave-one-out cross-validation was used to compare

the performance of both models. The results showed that the model that included user profiles

significantly outperformed the one without (F-measure 0.3 vs. 0.25 for prediction of labels, and

mean absolute difference of 0.32 vs. 0.41 for prediction of valence-arousal ratings). The models

used for prediction were simple linear models, so results are not on par with the state-of-the-art

models, however, the difference between both models is significant, thus confirming the usability

of user profiles for predictive modeling in affective MIR scenarios.

V. CONCLUSIONS

The overall goal of this paper was to address some of the current challenges in modeling

emotions in music and argue towards a tighter integration of affect and user context in MIR
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and MER research. The presented Moodo dataset of emotional and color perception of music is

publicly accessible online14 and can serve as a basis for future research.

The presented analyses reveal interactions between emotions, color, and music, and emphasize

the role of user context (mood, gender, age, and musical preferences) in MIR and MER research.

Analyses of the gathered data show that color is mediated by emotions in both music and non-

music contexts, with the former revealing substantially larger variance in the color and valence-

arousal ratings. The results also reveal the importance of user context, showing gender and

age differences in perception of musical emotions and their color associations. We discuss the

differences between ratings of perceived and induced emotions, as well as the influence of music

genre on preceived emotions and colors.

The dimension of color was used to uncover some of the qualitative differences in the

perception of emotions (both in non-music and in music context) within the two-dimensional

affective space of valence and arousal. One obvious limitation of such a space is reduction

of emotional information onto two dimensions, where color can give us additional insight by

showing how emotions, even those sharing the same region of the valence-arousal space, are

visually perceived as different.

Affective MIR research can give important insights into emotional processing and interactions

between visual and auditory modalities and presents a number of challenges for the future. From

a MIR perspective, the integration of affect and user context can improve automatic emotion

recognition in music, as shown by the experiment on the prediction of emotional responses.

However, the underlying mechanisms governing multimodal interactions are not unique to music

and most of the findings presented here (e.g. context-dependent emotion-color associations)

can be extended to other domains of affective computing (Sokolova and Fernández-Caballero

(2015)). Furthermore, user-aware systems research can benefit from such studies, both in terms

of improving user interfaces and overall user experience—with the audio-visual modalities as the

dominant features of user interface design—as well as by improving existing recommendation

algorithms.
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