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Abstract. In this paper, we present a web-based system for visualization of flow
simulation results in the vascular system for use with consumer-level hardware.
The presented tool allows users to design, execute and visualize a flow simula-
tion with a simple workflow on a desktop computer or a mobile device. The web
interface allows users to select a vascular model, define the flow simulation pa-
rameters, execute the simulation, and interactively visualize the simulation results
in real time using multiple visualization techniques. The server-side prepares the
model for simulation and performs the simulation using SimVascular. To provide
a more efficient transfer of the large amounts of simulation results to the web
client, as well as reduce storage requirements on the server, we introduce a novel
hybrid lossy compression method. The method uses an octree data subdivision
approach combined with an iterative approach that regresses the data points to a
B-Spline volume. The evaluation results show that our method achieves compres-
sion ratios of up to 5.7 for the tested examples at a given error rate, comparable
to other approaches while specifically intended for visualization purposes.
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1 Introduction

Cardiovascular diseases are the primary cause of deaths in modern developed world
and consist of conditions with any kind of cardiovascular system malfunction caused
by the heart or the vascular system itself [1]. Many of these can be predicted, explained
or identified in an early stage by examining the blood flow dynamics causing various
loads and stresses to the cardiovascular system [2].

There were many attempts to describe the cardiovascular system using mathemati-
cal models, but in recent years the most efficient ones directly simulate the blood flow
in the veins and arteries. They include the generation of patient-specific cardiovascu-
lar structures models [3], construction of hypothetical vascular structures to test their
flow dynamics, and the combination of both to examine the implications of surgeries
changing the patient’s vasculature. Such example applications are a stent placement or
a bypass surgery, procedures that change the blood vessel geometry and pose significant
risks because of various unknowns in hemodynamics. The simulation results can be an-
alyzed to provide insights that could not otherwise be obtained. These simulations are



non-invasive and do not require the presence of a patient. They can be performed many
times with many different parameters and thus provide more detailed data about flow
dynamics. Their applications have been expanded in recent years as modern advances
in imaging technologies enabled scans of live patients to be used for patient-specific
model generation and medical result analysis.

The goal of the presented work was to develop a web application focused on ac-
cessibility, ease of use and fast workflow iterations where the user can quickly and
effortlessly advance from a basic input model to the final visualization of simulation
results. Nevertheless, the practical use-cases of the application cover the most frequent
cases and offer the same quality of results as other proprietary systems without the
need of installing any additional user-side tools. The application integrates the most
common simulation result visualization options, relieving the user from need of export-
ing the results and importing them into a third-party tool, thus shortening the workflow.
The simulation result files are compressed in an efficient manner with visualization pur-
poses in mind, enabling large simulation results to be saved on the server without taking
up too much of disk space and speeding up the data transmission to the user. The advan-
tages of using the presented client-server approach to simulation are: (1) accessibility
of simulation and visualization on low-end devices (such as ultra books, tablets and/or
mobile phones), (2) the accessibility of the system from any location with fast enough
Internet connection and (3) a possibility of queuing multiple simulation calculations on
the server and their overview after they are finished at later time.

2 Related work

The complete process from taking patient observations to analyzing the simulated blood
flow results typically involves four major stages: (1) data acquisition where patient-
specific data is gathered, (2) model generation where meshes are created from the gath-
ered data and prepared for simulation, (3) the simulation itself and lastly, (4) results
gathering and post-processing [2]. Our application workflow follows the same steps,
excluding the step (1) of data acquisition.

Stanford Virtual Vascular Laboratory (SVVL) was one of the first attempts to model
blood flow in blood vessels by developing a software framework integrating model
construction, mesh generation, flow simulation and visualization [4]. It introduced a
knowledge-based engineering approach to build a more complex vascular model from
a hierarchy of simpler primitives defined parametrically. The results were collected at
pre-defined nodal points and visualized in different ways, including flow vector fields
and streamlines. [5] was one of the first attempts to reduce the time needed for patient-
specific model generation by performing automatic level-set segmentation of 2D slices
to create a model and a simulation-suitable mesh. In recent years, various more sophis-
ticated approaches have been developed for user-guided modeling and meshing from
medical image data, such as the Vascular Modeling Toolkit [6], Vascular Editor [7],
sweep surfaces based approach presented [8] or SimVascular [9], frameworks which
provide powerful functionality for vascular modeling and mesh generation. SimVascu-
lar was used for meshing the vascular models in our application.



The simulation itself is a task of solving Navier-Stokes equations describing the
flow. The solution to these equations is a flow velocity field, which serves as a basis
for calculating other physical quantities such as pressures or temperatures. Software
CFD solvers have initially simulated blood flow in two dimensions and later in three
as technological progress enabled more detailed and faster simulations. Today, flow
simulations of the entire vasculature can be performed, as demonstrated by [10]. Many
CFD solvers are also available as open source packages, such as: Palabos [11], HemeLB
[12] and MUPHY [13]. Among them is also the solver in SimVascular, which was used
to perform the simulation in our case. Also relevant is a recent survey on cardiac 4D
PC-MRI data processing is presented in [14].

Visual representation of flow simulation results is an important aspect of post-
simulation analysis. Scalar values such as pressures or velocity magnitudes are usu-
ally displayed by sprite points or 3D spheres colored and scaled proportionally to their
values. Volumetric rendering is common for displaying medical images from Magnetic
Resonance Imaging [15] or Computed Tomography scans. Velocity field can also be
visualized with streamlines and derived methods [16] which display flow movement
through space (streamlines) or time (streampaths).

Commercial visualization software is usually limited to use of unconventional file
formats and often requires additional preprocessing for visualization purposes. Visual-
ization Toolkit (VTK) [17] is a very general visualization toolkit supported by many
popular simulation (e.g. Palabos [11]) and visualization software packages (e.g. Par-
aView and ParaViewWeb [18]). The VTK file format is also used internally in our ap-
plication but we also use our own file format for storing and transferring the results due
to our use of a custom compression method.

Flow simulations produce results in form of scalar or vector values for different
quantities (e.g. velocity, pressure, wall shear stress etc.). The results can consist of mil-
lions of values depending of the number of measured quantities and number of time
steps in the simulation yielding gigabytes of data for a single simulation run. To opti-
mize the storage and shorten the transfer times it is meaningful to use data compression.

A general approach to floating point data compression is presented in works [19,20].
To address medical domain, researchers have proposed lossless compression methods,
such as lossless stationary wavelet transform on 2D slices of 4D medical images (volu-
metric data through time) [21]. Wavelets have also been used for flow simulation data,
such as [22] where a discrete wavelet transform was used on an octree subdivision of
airflow simulation data. Other types of regressions have also been described, such as
using polynomials [23] on rectangular blocks of 2D medical images and encoding the
polynomial coefficients with Huffman coding, and also encoding the residual error with
run-length encoding to achieve lossless compression. Another approach for rapid high-
quality compression of volumetric data is presented in [24].

While the above methods are suitable for storing the original simulation data for
further analysis, we can exploit the fact that the data will be used for visualization
purposes only. In this case, the required precision is substantially lower than the IEEE
754 double-precision binary floating-point format [25].

For purposes of real-time rendering of time-varying volumetric data researchers
have extended and adapted an MPEG compression method for isosurface and volumet-



Fig. 1: The pipeline of the proposed system which also presents the user work-flow.

ric data [26]. Another approach [27] aims for high-accuracy compression by linearizing
the data points, sorting them and fitting them to a precise one-dimensional B-Spline.
In [28], authors present a lossy compression method for structured and unstructured
grid simulation data modeled as a graph decomposition problem, where sets of vertices
are replaced with a constant value bounded by a user defined error. Because the above
presented approaches are targeted to specific domains, mostly for non-porous media
and higher compression accuracy, they could not be directly applied to our case.

Our approach combines the meshing, simulation and visualization steps in a sin-
gle application able to process crude 3D models without the need of additional manual
annotations. No additional software is thus needed in the workflow and since the ap-
plication is web-based, no installation is required. Ease of use is also of note, as the
intuitive user interface doesn’t need additional documentation and can be used by any-
body not previously acquainted with CFD software.

In the following section we present the developed application and the novel com-
pression methods used for compressing the simulation results data. In Section 4 we
present the qualitative application evaluation and quantitative evaluation of compres-
sion method. In Section 5 we present the conclusions and give the guidelines for possi-
ble future work.

3 Methods

In this section we present the application workflow, how the system functionality is split
between front-end and back-end part, and a novel lossy compression method for flow
simulation data compression used in our system for optimizing the storage space and
for faster transmission of simulation data from back-end to front-end part of the system
for visualization purposes displayed in the diagram in Figure 1.

3.1 Application Workflow

The application consists of two parts. The back-end is a Node.js server application and
performs the meshing operations and executes the flow simulation. The front-end is



a web application developed using the Angular.js JavaScript framework intended for
flow simulation results visualization using Three.js, a WebGL graphics library, used for
interactive display of the simulation models and simulation results.

Preprocessing The first step in the workflow is to upload a 3D model of a vascu-
lar system in Wavefront .obj file format. The uploaded model must have holes for in-
lets/outlets (inflow and outflow caps) and is converted into VTK polydata format for
further processing. All the faces of the model are annotated as either blood vessel walls
or input/output cap surfaces. This preprocessing is done with a custom back-end Python
script, which centers the mesh geometry, identifies the cap holes, constructs the appro-
priate cap surfaces and annotates the individual faces. The script also estimates each
cap radius from its surface area to provide the user with a suggested initial edge length
value in the following tetrahedral meshing step. The resulting model, along with cap
surface annotations, is displayed in the front-end application for user inspection.

Meshing After the user confirms the preprocessing step results the second step is exe-
cuted on the back-end – a tetrahedral mesh generation. The generated mesh is suitable
for use with numerical simulation methods such as the subsequent flow simulation. The
user has to provide the desired tetrahedron edge length value for defining the simulation
resolution. While the user is already given a suggested edge length from the previous
step, he can define a different value in the dialog window before starting the mesh-
ing process. In our system, TetGen is used for mesh generation, exposed through the
SimVascular TCL (Tool Command Language) shell.

Simulation The most processing-intensive back-end step of the system workflow is
the simulation step. To start a simulation, the user has to define set of simulation pa-
rameters containing the inlet/outlet configuration, inlet flow rates, and outlet flow resis-
tances. The user is already provided with the default parameter values for an individual
inlet/outlet but should adjust them according to the desired simulation scenario. All in-
lets/outlets are displayed in a list (see Figure 2 left). By selecting an individual item
from the list, the selected inlet/outlet cap surface is highlighted and centered on the
screen making it easy for the user to identify it and adjust its parameters. After the user
defines all the simulation parameters, the simulation process can be started.

The simulation is performed using SimVascular-provided command-line utilities:
(1) pre-solver for boundary condition generation, (2) solver for performing the finite-
element simulation and (3) post-solver for collecting the simulation results data. The
solver supports a high-degree of parallelization to speed up the simulation process
through the use of MPICH, a high-performance portable implementation of the Mes-
sage Passing Interface standard.

Compression In the following step, the obtained simulation results in VTK format
are parsed and compressed by the compression module using the compression method
presented in Section 3.2, before they are stored to the disk or sent to the front-end for
visualization. They contain time step data for flow velocities, flow pressures, in-plane
tractions, wall shear stresses and time-derivatives of flow velocities.



Fig. 2: Left: the application interface when previewing cap faces and setting inlet/outlet
parameters. Right: the interface when visualizing the simulation results.

Visualization In the final workflow step, the flow simulation data is transmitted to the
front-end application where it is visualized. The visualization is implemented using the
Three.js library and allows the user to move and rotate the view as well as change the
zoom. The visualization parameters can be set in the side panel of the web application.
The user can also move between the individual time steps of simulation using time slider
at the bottom and see what values are represented by individual colors in the legend on
the right.

The visualization component supports different visualization types:

Mesh display with adjustable mesh opacity, enabling quantities inside the mesh to be
visible while the overall structure of the vascular system is displayed.

Scalar point display shows individual simulation values as 2D sprites colored and
scaled relative to their values, with adjustable scale and attenuation factors (Fig-
ure 3a).

Vector display shows individual lines, scaled and colored relative to the vector data
(Figure 3b).

Surface display shows a mesh texture of the vascular system generated by interpolat-
ing between vertex values, intended for quantities along the vessel surfaces such as
wall shear stresses (Figure 3c).

Streamlines generated by sampling starting points at mesh inlets or outlets and fol-
lowing the flow in a forward or backward direction (Figure 3d).

3.2 Compression of flow simulation data

Simulations on meshes with hundreds of thousands to millions of data points can pro-
duce large result files measuring several gigabytes in size if no compression is used
and the data is stored at its original (usually 64-bit) precision. This presents challenges
when transferring these files over the network or storing them on a medium.



(a) Flow velocity displayed as scalar points. (b) Flow velocity displayed as a vector field.

(c) Wall shear stresses displayed on the mesh’s
surface.

(d) Streamlines and resulting vortices of four
inlets and two outlets.

Fig. 3: The four implemented visualization methods.

Our problem domain is specific enough to justify the development of a new com-
pression method. Specifically, (1) the points are not distributed evenly and only take
values on sparse positions of blood vessels, requiring the use of a space-decomposition
method, (2) the targeted accuracy is lower than is usual for others since the data is
intended for visualization purposes only - for example, [27] targets a higher compres-
sion accuracy but requires an index to be stored for each value, requiring an additional
amount of bits per each point.

In our approach we use an octree to subdivide the data points into blocks (N), where
each block is treated independently, to take advantage of local data coherence. The
subdivision level depends on the point density so that the majority of blocks contain a
predefined number of points n (in our experiments, n = 1000 turned out to be the most
suitable for most meshes).

The process of compressing each block consists of a iterative approach that attempts
to fit the data points to a B-Spline volume S:

S(u,v,w) =
n

∑
g=0

n

∑
h=0

n

∑
i=0

Ng,k(u)Nh,k(v)Ni,k(w) pg,h,i,

where u, v and w are our point coordinates and pg,h,i are B-Spline control points in a
cubic formation. We can rearrange the basis function outer products in a single three-
dimensional matrix:

x = [N0,k(u), . . .Nn,k(u)]⊗ [N0,k(v), . . .Nn,k(v)]⊗ [N0,k(w), . . .Nn,k(w)],



where ⊗ is the outer product of two vectors. Having M values we can express this
as a linear system X ∗P = B where X is a matrix of size M× n3 filled with rows of
matrices x flattened into vectors of size 1× n3, P is a vector of control points of size
1×n3 and B is a vector of quantity values of size 1×M. We can find a best fit solution
P = (XT X)−1XT B using linear least squares approach to minimize the sum of squared
differences.

The method attempts to perform iterative B-Spline fitting to encode the data by
going through a list of “presets” defining the number of B-Spline control points Nc in
one dimension, starting with 2 (total 8 points) and going through to 9 (total 729 points).
After every iteration, the average error level is measured and the process is repeated
with the next control point preset until the measured error level is sufficiently low; this
way a suitable B-Spline solution is found. The control points are converted to IEEE 754
half-precision format (16 bits) [25] in order to save additional space. The process for a
single octree block is described in Algorithm 1.

Algorithm 1 Iteration process for an octree block

1: errT hr← getErrorT hreshold(blockVals)
2: bitsPerPoint← getBitsPerPoint(blockVals)
3: solution← null
4: for numCtrlPts ∈ {2, ...,9} do
5: if 16 ·numCtrlPts3 ≥ bitsPerPoint · len(blockVals) then
6: break
7: end if
8: avgErr,encData← encode(blockVals,numCtrlPts)
9: if avgErr ≤ errT hr then

10: solution← encdData
11: break
12: end if
13: end for
14: if solution≡ null then
15: solution← quantize(blockVals)
16: end if

The iteration stops when the number of bits required to encode the control points
(16N3

c ) is larger than the number of bits required to do local quantization (bn where b
is the number of bits per point and n is the number of points in the block), or if the
error level was not sufficiently low. If the local value range |Vmax−Vmin| is smaller than
the desired error level, the values are encoded as a constant, implicitly set to be the
midpoint between the minimum and the maximum values (Vmin+Vmax

2 ).
Each region is encoded in a binary format with the following information: com-

pression type used for this region, minimum local value Vmin, maximum local value
Vmax, followed by data depending on the type of compression used, as displayed in Ta-
ble 1. The constant encoding does not need any further data, while the other two types
need the number of control points along one dimension Nc and the control points ci for



bit block num. 1 2 3 4 5 6 . . .
B-Spline type (2) Vmin (32) Vmax (32) Nc (5) c1 (16) c2 (16) . . .
quantization type (2) Vmin (32) Vmax (32) b (4) v1 (b) v2 (b) . . .
const. enc. type (2) Vmin (32) Vmax (32) - - - -

Table 1: The binary file format of a single octree block, depending on the type of en-
coding used for this block (B-Spline regression, quantization or constant encoding).

B-Spline compression, or the number of bits per point b and quantized values vi for
quantization.

Decompression is performed on the front-end to decode the data. Since point posi-
tions are sent separately, the octree can be reconstructed implicitly.

4 Results

The application was deployed on a Ubuntu server with an 8-core, 16-thread Intel Xeon
CPU enabling fast simulations (the tested scenarios all completed within a few min-
utes). To evaluate our application, we tested the simulations on seven blood-vessel
models, most of which were modeled after real volumetric scans in SimVascular or
other modeling and segmentation tools. We needed to validate the proper input param-
eter parsing - the inlet-outlet mappings, flow rates and resistances - as well as how the
visualized results (after a lossy compression) compared with an external tool, ParaView
(Figure 4). The main differences between left (our system) and right (ParaView) image
in Figure 4 is the used color map and the orientation of the vascular model. One can
clearly see that the emerging parts of the vessel tree are same in both cases.

Another thing we tested was rendering performance since real-time 3D interac-
tion is crucial for informative visualizations. While the web interface was intended
for larger displays, the visualizations were rendered with smooth framerates even on
mobile phones, including the largest of scenarios tested in Table 2, which is an impor-
tant advantage of our web-based approach with server-side computational offloading.
Table 2 contains the properties of simulation models used during system testing. While
the smallest model has approx. 43 thousand mesh points and 685 thousand total simula-
tion data points in the 16-step simulation scenario the most complex model consists of
more than 200 thousand mesh points and over 3.4 million total simulation data points
in 16-step simulation scenario.

The streamlines present the largest rendering bottleneck because of the high number
of individual line segments they consist of. A mobile phone (Samsung Galaxy S6) could
render a combined display of 26,695 scalar points and 752,949 streamline line segments
with an average framerate of 18 frames per second. A larger model with 181,411 points
rendered at 27 frames per second in case of scalar points and 34 frames per second in
case of velocity vectors. A larger number of streamline segments becomes unpractical
for the mobile phone, but can still be rendered on a laptop computer. A scenario with



DoubleCylinder ForkFlat AortaSmall ForkSmall Coronary AortaBig ForkBig
caps 3 3 6 3 11 18 20
mesh pts. 42864 50674 185447 107652 212519 132049 181411
6 st. pts. 257184 304044 1112682 645912 1275114 792294 1088466
16 st. pts. 685824 810784 2967152 1722432 3400304 2112784 2902576

Table 2: Model set used along with the number of caps, mesh points and total data
points for 6 and 16 simulation steps

4,356,391 streamline segments renders at 48 frames per second, on average on a 2015
MacBook Pro.

Fig. 4: Comparison of pressure visualizations in our application (left) and ParaView
(right).

The first part of our evaluation was ensuring the input parameters affect the sim-
ulation as intended. For this task, we tested several models using different inlet-outlet
mappings and different flow rates and outlet resistances, and visually evaluated the sim-
ulation results. An example of two quantities being displayed in a model of aorta can
be seen on Figure 5.

4.1 Compression results

The developed compression method was compared with (1) the baseline method where
6 or 8 bits of precision is used to quantize the values (yielding an average target error
rate of 0.09 % and 0.39 %, respectively), (2) a method where the values are quantized in
a time dimension over consecutive time steps, and (3) the hybrid method without using
B-Spline regression (instead quantizing all blocks). We evaluated the performance on
the set of models presented in Table 2 for two main quantities – pressures and velocities
– over four scenarios, dividing them in terms of precision (6-bit or 8-bit error target or
0.09 % / 0.39 % maximum average error rate, respectively) and simulation parameters.
The simulation was performed over 16 consecutive time steps with varying sinusoid-
shaped pulse flow.



Fig. 5: Simulation results in a model of aorta, with pressures displayed as scalar points
alongside streamlines.

DoubleCyl ForkFlat AortaSmall ForkSmall Coronary AortaBig ForkBig
base 6 6 6 6 6 6 6
time domain 5.706 6.458 6.234 6.691 6.075 5.542 6.026
octree 4.112 3.227 3.121 2.269 3.102 3.153 2.573
octree+BS 1.747 1.579 1.531 1.358 0.833 1.676 1.136
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DoubleCyl ForkFlat AortaSmall ForkSmall Coronary AortaBig ForkBig
base 6 6 6 6 6 6 6
time domain 5.019 3.601 4.334 3.946 4.974 3.189 3.585
octree 4.594 3.762 3.716 3.781 4.308 3.299 3.792
octree+BS 3.211 3.261 2.667 3.114 2.401 2.662 2.979
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(b)

DoubleCyl ForkFlat AortaSmall ForkSmall Coronary AortaBig ForkBig
base 8 8 8 8 8 8 8
time domain 7.866 8.684 8.435 8.919 8.268 7.678 8.221
octree 5.900 4.947 4.808 3.901 4.816 4.853 4.240
octree+BS 4.976 3.072 2.282 2.395 2.199 2.720 2.105
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(c)

DoubleCyl ForkFlat AortaSmall ForkSmall Coronary AortaBig ForkBig
base 8 8 8 8 8 8

8

time domain 6.765 5.109 6.055 5.506 6.761 4.613 5.088
octree 6.413 5.492 5.482 5.508 6.107 5.016 5.544
octree+BS 6.133 5.226 4.578 5.035 5.281 4.619 5.195
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Fig. 6: Comparison ratios of compression methods at 6 bit accuracy target (max. avg.
error of 0.39 %) 6a and 6b and comparison ratios at 8 bit accuracy target (max. avg.
error of 0.09 %) 6c and 6d.



The charts displayed in Figure 6 present the comparison of the four compression
methods in terms of the average number of bits needed to encode a single data point
(each 1D component in case of 3D velocity vectors).

The results show that our hybrid method using a mix of B-Spline regression and
quantization in octree subdivisions is always more effective than the method only using
octree quantization, and only in a single instance minimally less efficient than time-
domain quantization. The amount of improvement over the method using just octree
quantization is larger in case of pressure values than it is in case of velocity vectors,
ranging from 40 % to 55 % and 6 % to 25 % fewer bits per point on average for pressures
and velocity vectors, respectively, translating to compression ratios of up to 5.7 over
the baseline in case of pressures encoded with 6-bit accuracy target, on average. The
method is very sensitive to the initial error rate target, being much more efficient on
larger maximum average error rates (e.g. 6 bit target or maximum average error of 0.39
%), especially in case of velocity vectors.

Velocity vectors encoded under a stricter accuracy constraint (8 bit target or max-
imum average error of 0.09 %) are the least efficient scenario, providing 6 % to 9 %
fewer bits per point compared to just using octree quantization. This is due to larger
numbers of “outliers" skewing the smoothness of the values and making it harder for
a regressed B-Spline volume to fit the data, making the error rate unsuitable and thus
requiring more control points to meet the error rate criterion. If the error criterion is
relaxed, the iteration process can find a suitable B-Spline model in a significantly larger
portion of regions and thus the method’s effectiveness is larger. This is also the rea-
son why this method is more efficient when encoding pressure values, as these values
usually have a much lower number of outliers and values’ transitions are much “softer”.

The average number of bits per point for compressed data is thus sufficiently low to
enable network transfers and convenient disk storage. For example, in case of pressures
in a Coronary model simulation with 6 time steps, the original data size of 10.2 MB
with 64-bit accuracy was compressed to 0.083 MB with 6-bit accuracy, a compression
ratio of 122.9. In case of velocities and 16 time steps, the original data size of 81.6 MB
at 64-bit accuracy MB was compressed to 3.06 MB with 6-bit accuracy, a compression
ratio of 26.6.

5 Conclusions

Simulation of cardiovascular systems and informative display of results is an interesting
field with great past record and even greater future promises in providing alternative
means for cardiovascular disease study and surgery planning. In this work we developed
an application for accepting cardiovascular models, simulating the blood flow inside
them and visualizing the results in different ways. We exposed the functionality through
a web application with a simple and intuitive GUI to enable fast workflow iterations
and the ability to load previously saved results and models. We connected the web
application to a back-end application performing the computationally intensive parts
of the process. We implemented different ways of visualizing the results through an
interactive 3D canvas. We also implemented a method for result data compression to
minimize the amount of storage needed and maximize network file transfer speeds.



Our evaluations showed successful simulations and visualizations in line with pro-
vided parameters and expectations. The model conversion, meshing and simulation pro-
cesses performed as expected and the simulation results mirrored the desired changes to
the input parameters. The visualizations displayed interesting features formed by blood
flow and were each able to provide an informative and complete display of data. Their
performance was good enough to enable smooth real-time interaction even on mobile
devices. The developed compression method was able to achieve good results, produc-
ing relatively small file sizes and retaining the accuracy needed for the visualization
without the accuracy loss being noticeable to the user, even though the improvement of
the hybrid method compared to the others was not always as big in the best performing
cases.

This work could serve as a base for several further improvements. The user inter-
face could accept more parameters for more advanced usage and more advanced users
wanting more fine-tuning in their simulations. More visualization options could be de-
veloped, such as volumetric rendering which requires the development of an efficient
method to enable real-time rendering, and other 3D structures derived from streamlines,
such as streamribbons.

The hybrid compression method could also see improvements in tweaking the B-
Spline parameters and regression to enable a larger ratio of optimal B-Spline regressions
in octree blocks since its performance is limited by the number of blocks suitable for
efficient B-Spline regression. Different volume subdivision methods could also be at-
tempted to achieve better data distribution in individual subdivisions and limit the num-
ber of subdivisions unfit for B-Spline regression. Finally, the compression algorithm
could be rewritten in a more efficient language and executed on a GPU to improve its
execution speed.
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