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in Educational Hypermedia
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Abstract—Education is a dominating application area for adap-
tive hypermedia. Web-based adaptive educational systems incor-
porate complex intelligent tutoring techniques, which enable the
system to recognize an individual user and their needs, and con-
sequently adapt the instructional sequence. The personalization is
done through the user model, which collects information about the
user. Since the description of user knowledge and features also in-
volves imprecision and vagueness, a user model has to be designed
that is able to deal with this uncertainty. This paper presents a way
of describing the uncertainty of user knowledge, which is used for
user knowledge modeling in an adaptive educational system. The
system builds on the concept domain model. A fuzzy user model is
proposed to deal with vagueness in the user’s knowledge descrip-
tion. The model uses fuzzy sets for knowledge representation and
linguistic rules for model updating. The data from the fuzzy user
model form the basis for the system adaptation, which implements
various navigation support techniques. The evaluation of the pre-
sented educational system has shown that the system and its adap-
tation techniques provide a valuable, easy-to-use tool, which pos-
itively affects user knowledge acquisition and, therefore, leads to
better learning results.

Index Terms—Adaptive hypermedia, fuzzy logic, learning sys-
tems, personalization, user modeling.

I. INTRODUCTION

DATA and information play a very important role in our
information society. Knowledge is becoming more and

more valued and learning is a part of our everyday life. New
demands of the competing world and development of new tech-
nologies have also changed the traditional educational systems,
which now use better and more efficient teaching and learning
methods. The integration of new technologies in the field of
education offers new challenges and opportunities in distance
learning, lifelong learning, and e-learning in general.

E-learning is especially important for companies and in-
dustry. According to research completed in the U.S. [1],
companies use e-learning as a preferred way of education for
their employees, as 40% of all education in companies in the
year 2000 was realized through e-learning. The prognosis for
the next years is to double the number each year. Therefore,
e-learning is a trend that cannot and may not be ignored as it
will play an even more important role in the future.

One area of research that brings innovative solutions to ed-
ucational systems is certainly the field of adaptive hypermedia
[2], [3]. Through the incorporation of more complex intelligent
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tutoring techniques into traditional hypermedia, it enables edu-
cational systems to recognize individual users and their needs,
and consequently adapt the instructional sequence. Such sys-
tems are able to adapt information and its presentation to each
individual user, and dynamically support the navigation of the
user through the hypermedia material. This ability to adapt to an
individual user’s needs can significantly improve the teaching
process since it has been shown that in many cases, individual-
ized tutoring is one of the most successful teaching methods [4].

This paper focuses on fuzzy user modeling and the way it
deals with uncertainty in the description of knowledge. An
overview of adaptive educational hypermedia, together with the
domain and the user knowledge representations, is given first.
Fuzzy user modeling and its implementation in an adaptive
educational hypermedia system follow. The adaptation of the
system concentrates on navigation support techniques, which
are also briefly described. In the end, the results of an evaluation
of the designed system are presented and discussed.

II. EDUCATIONAL HYPERMEDIA

By educational hypermedia we mean various hypermedia
systems which are designed for use in education and have the
ability to adapt to the individual user’s needs. Such systems
improve basic hypermedia functionality through incorporation
of intelligent tutoring techniques to enable personalization
of the system. Although they still support free browsing of
the learning material and offer the freedom of exploratory
learning, these systems are able to dynamically adapt the in-
structional sequence to the individual user knowledge level and
learning goals, provide intelligent guidance, and support the
user in acquiring knowledge [5], [6]. They can adapt displayed
information and its presentation, and dynamically support
navigation through hypermedia material.

Adaptive hypermedia, in general, are the results of investiga-
tions in the fields of hypermedia and user modeling, and rep-
resent a new research direction in adaptive interfaces, based on
user modeling [7].

An adaptive hypermedia system has the following main fea-
tures [8].

• It is based on hypermedia.
• It includes a domain model, which is composed of a set of

elementary pieces of knowledge and their relationships in
the information space.

• It maintains an explicit user model that records individual
user properties.

• It is able to adapt some visual or functional parts of the
system according to the user model.
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Fig. 1. Adaptive system.

An adaptive system has to model the domain knowledge to
know what to teach the user. It also models the user knowledge
to know whom to teach (who the user is), and uses adaptation
to adjust the method of teaching to the user (how to teach) [9].
A typical adaptive system thus consists of at least three parts, as
shown in Fig. 1: user module, domain module, and adaptation
module.

The domain module presents the domain knowledge and is
also the base for user knowledge description (the user module).
Both are used by the adaptation module for altering the func-
tionality of the system. The user module also records the user
interaction with the system, which affects the user knowledge.
To enable adaptation, the system has to be aware of the teaching
domain, the individual users, and their knowledge, and has to
monitor their learning progress. Thus, a domain model and a
user model are the core parts of such a system.

A. Domain Model

The knowledge of the teaching domain is represented in the
domain model, which is one of the most important components
of an adaptive system.

Domain knowledge is logically partitioned into smaller ele-
ments or concepts [5]. Therefore, a finite set of domain concepts
can represent the entire teaching domain. The number of such
concepts depends on the teaching domain and selected granu-
larity. A given domain can be described using many simple con-
cepts or fewer, but more complex concepts.

Let be the set of all domain concepts . The teaching do-
main can be described as

(1)

where is the total number of domain concepts.
There are some learning dependencies between the concepts,

which can be represented by the ordered prerequisite relation
(the sign stands for this relation)

(2)

When two domain concepts are related , the first
concept has to be known to understand the second one .
We say that concept is a prerequisite of the concept . Thus,

the user can start learning the second concept only after mas-
tering the first one.

All domain concepts are named and together with their rela-
tionships form an ordered acyclic graph , which we use for
modeling the domain. The domain concept graph is described
as

(3)

where is the set of domain concepts and stands for the
prerequisite relation on the domain concepts, as defined in (1)
and (2), respectively.

B. User Model

The information specific to each individual user is collected
in the user model, which describes the features of the learner [9].
It is the foundation for system adaptation, as it saves all needed
information about a particular user. Through the user model, the
system can distinguish between different users and adapt itself
to particular user needs. Without the information from the user
model, all users would be treated equally [5].

A perfect user model would include all features of the user
behavior and knowledge that affect their learning, performance,
and efficiency [9]. Because the construction of such a complex
model is very difficult, simplified models are used in practice.

Three aspects have to be considered regarding the user model
[10]: what information about the user is included in the model
and how it is obtained, representation of this information in the
system, and the process of forming and updating the model.

Because we are dealing with an educational system, the key
information stored in the user model is the user knowledge about
the teaching domain. This information is constantly being col-
lected during the learning process through the user interaction
with the system. It is also used for updating the user model.

For the user model representation, a strict overlay model over
the teaching domain is used. Therefore, the user model is based
on the domain model and the same representation can be used
for both models. For each domain concept, the user model saves
a corresponding value, which estimates user knowledge of that
concept.

The next section describes the user model representation in
more detail.

III. DEALING WITH UNCERTAINTY OF KNOWLEDGE

The description of knowledge can be quite vague and im-
precise, and may include a great deal of uncertainty. There
are many mathematical theories for expressing uncertainty
and which could be used to deal with the uncertainty in the
description of the user knowledge.

A. Methods for Managing the Uncertainty

In general, four different approaches are used for modeling
the user, considering also the uncertainty in describing the
knowledge [11]:

• rules with certainty factors;
• fuzzy logic;
• Bayes probability networks;
• Dempster–Shafer theory of evidence.
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Certainty factors are one of the first techniques used for
solving the problem of uncertainty in the knowledge de-
scription. This model was developed in an expert system
that diagnosed certain infectious diseases, called MYCIN [12],
where the facts and rules had added a certainty factor (a measure
of confidence). A consultant system for mineral exploration
Prospector [13] uses a similar approach (rules with confidence
measures). Some systems, like ELM-ART [14] that builds on
rules, have developed their own heuristics for dealing with the
problem of knowledge uncertainty. Certainty factors are easy
to understand and enable easy realization and implementation.

Fuzzy logic offers the possibility of processing input data that
are verbally imprecise. It allows natural description of knowl-
edge and inference in the form of imprecise concepts, operators,
and rules. Some examples of systems that implement fuzzy logic
for describing the user and their knowledge include UNIX Con-
sultant [15], ML-Modeler [16], Sherlock II [17], ABITS [18],
and Hypernet [19]. The user modeling in UNIX Consultant is
done through the KNOME component, which uses fuzzy rules
for predicting user knowledge level and its updating. ML-Mod-
eler and Sherlock II use fuzzy methods and inference rules,
whereas ABITS uses fuzzy numbers for user knowledge eval-
uation. User modeling in Hypernet is based on neural networks,
but is combined with fuzzy sets and fuzzy rules.

Bayesian probability networks are one of the most common
ways of describing uncertainty and dealing with it. The prob-
ability methods for describing user knowledge are used in
many systems, such as OLAE [20], POLA [21], Andes [22],
HYDRIVE [23], APHID-2 [24], and KBS Hyperbook [25].
Bayesian networks offer a solid theoretical base, are consistent,
and useful in any kind of problems. They are very powerful
in inference (diagnostic and predictive), but need a complete
model (variables and relations, all knowledge has to be coded
in the model) together with the estimations of all parameters (a
priori and posteriori probabilities).

Dempster–Shafer evidence theory is not so widely used com-
pared to probability theory, but is more general (and a seman-
tically richer mechanism). Moreover, the decision based on the
analysis results is more complicated. An example system is PHI
[26], which offers intelligent help to the users of electronic mail.

The main common problem of all four approaches is how to
define suitable initial parameters. Although this problem is more
evident in Bayesian networks, where a priori and posteriori
probabilities have to be defined beside the network structure, it
is present in Dempster-Shafer theory (basic assignments), fuzzy
logic (membership functions), and certainty factors as well.

In our case of educational hypermedia, we want to repre-
sent and model the user knowledge in the system, considering
also the uncertainty in its description. The uncertainty here does
not arise from ambiguity in determining set memberships (a
problem of classification), but from vague and unsharp bound-
aries of sets (e.g., it is difficult to draw a line between an un-
known and a known concept). Whereas fuzzy measures theory
(which covers the probability theory and the theory of evidence)
is designed for solving the problems of ambiguity, fuzzy set
theory seems more appropriate for this second kind of problem
(vagueness) [27].

The main advantages of using fuzzy sets are in the systems
where we process an inexact user input in a verbal form, or use
inference or manipulate knowledge which can be naturally de-
scribed and explained in the form of imprecise concepts, op-
erators, and rules. The use of linguistic variables and rules in
natural language [27] is closer to human thinking, and hence,
easier to comprehend and more straightforward to construct. It
also needs little calculation and is easier to initialize.

The user model saves a system’s estimation of what the user
has already mastered. This knowledge is then manipulated using
inference to get a broader picture of the user’s knowledge of the
domain. We use fuzzy set theory [28] for user model descrip-
tion: the user model representation is based on fuzzy sets and
model updating on linguistic rules [29]. Therefore, we have to
redefine the domain and user representations, considering also
the uncertainty of knowledge description.

B. Brief Introduction to Fuzzy Sets

Fuzzy set theory was formalized by Prof. L. Zadeh [28] in
1965. It extends the limiting bivalent sets in a way that allows
smooth transition between sets, especially convenient for de-
scribing natural phenomena. In fuzzy sets, an element is not
strictly a member or not a member of a set, but can also be only
partially in the set, which means it is present in the set to some
extent. There is not only black and white, but also a series of gray
shades in between. Hence, a set is called fuzzy when its mem-
bership function takes values in the unit interval [0,1] rather than
in the {0,1} as in the classical logic.

Let be the universe of discourse and its elements marked
as . A fuzzy set with a membership function is defined
as

(4)

The membership function gives the degree of membership
to the set .

A fuzzy set is empty if the value of the membership function
for this set is zero for all elements of the universal set

(5)

A complement, union, and intersection of fuzzy sets can be
defined as

(6)

Here, we have used bold union and bold intersection. This set
of operations is not the only one possible; there are many others
defined in the literature. More can be found in [27].

C. Domain Knowledge Representation

The prerequisite relation between the domain concepts can
be of two types [4]: essential or supportive. When one concept
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Fig. 2. Domain concept graph G .

is an essential prerequisite to the other, knowing it is necessary
for learning and understanding the second concept. On the other
hand, the supportive prerequisite concept just helps with under-
standing and learning of the related concept.

The set of prerequisite relations is thus partitioned into two
disjoint sets: a set of essential prerequisite relations and a set
of supportive prerequisite relations , where

(7)

The essential prerequisite relation can exist between two con-
cepts only to some extent; therefore, we define it as a fuzzy re-
lation [29]. The supportive prerequisite relation is always fully
present (if it is present at all) and is therefore defined as a normal
crisp relation.

The fuzzy essential prerequisite relation is a fuzzy set,
which is defined by its membership function

(8)

Since the essential prerequisite relation is defined as a fuzzy
relation, the domain concept graph is also a fuzzy structure. We
represent it by a triple

(9)

where is a set of domain concepts, is a fuzzy essential
prerequisite relation, and is a crisp supportive prerequisite
relation.

A domain concept graph, which models the domain knowl-
edge, is an ordered fuzzy graph with nodes representing domain
concepts and arcs connecting two interrelated concepts. The do-
main concept graph in Fig. 2 depicts such a fuzzy structure.

The domain in the figure consists of 11 domain concepts
. The two types of relations between the concepts and

are represented by dashed and solid lines, respectively. The
concept , for example, is a supportive prerequisite for concept

and essential prerequisite for concept . Similarly, concept
has two essential prerequisites: and , and is itself an

Fig. 3. Membership functions for fuzzy sets of unknown (C ), known (C ),
and learned (C ) concepts.

essential prerequisite for . The corresponding values of the
membership functions for essential prerequisite relation are not
specified in the figure.

D. User Knowledge Representation

As the user model is an overlay over the domain model, the
user knowledge is a subset of the domain knowledge and the do-
main knowledge representation can be used for describing user
knowledge. The user model is a subgraph of the domain concept
graph, where each concept of the subgraph has some additional
properties attached, which explain the user knowledge of this
concept.

The user knowledge of each domain concept can be described
using a linguistic variable concept knowledge, which takes three
possible values: unknown, known, and learned. Each linguistic
term is associated with a fuzzy set, each of which has a defined
membership function. We indicate the three fuzzy sets with ,

, and , and their membership functions with , , and
, respectively. The membership functions are shown in Fig. 3.
The value of the language variable concept knowledge for

a certain concept, which describes the user knowledge of that
concept, evolves from unknown to known and learned as the
estimated user knowledge of that concept increases. The mem-
bership functions are partially overlapping, although the sum of
their values is always one.

User knowledge representation can be associated with a graph
, which is a subgraph of from (9)

(10)

where is a set of domain concepts, is an essential prereq-
uisite relation on the domain concepts as defined in (8), is a
supportive prerequisite relation on the domain concepts, and
is a set of labels, which is equal to the set of values of the lin-
guistic variable concept knowledge.
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Fig. 4. User knowledge representation G .

The set of domain concepts can be labeled by a set of labels
. Each label corresponds to a certain concept just to a certain

degree, thus the labeling is a fuzzy process. The corresponding
graph is a fuzzy structure with fuzzy nodes and fuzzy rela-
tions [29].

Fig. 4 illustrates the user model as an overlay over the domain
model (a subgraph of the domain concept graph). Dashed circles
in the graph represent the fuzzy nodes/concepts. The concepts

, , , and are already known/learned to some extent and
together with their labels (levels of knowledge) form the user
model. The corresponding labels are not specified in the figure.

The three fuzzy sets of unknown, known, and learned con-
cepts describe user knowledge of the domain concepts. User
knowledge of a particular domain concept is therefore ex-
pressed by providing values of membership functions for the
three fuzzy sets, which we describe with a triple

or (11)

The following equations hold for the triple of membership func-
tions for a given concept (see Fig. 3):

(12)

If we apply bold union and bold intersection, as defined in (6)
and using (12), we get the following constraints for the three
sets:

(13)

The intentional limitation of our user model is that the user
knowledge in the model always expands. Even when the user
performs poorly, it never reduces. For each concept, the value of
the membership function for a set of learned concepts can there-
fore only increase, and the value of the membership function for
a set of unknown concepts can only decrease, or both can stay
the same. This way, the knowledge of all concepts only raises
or keeps its highest level. We always change one (the most sig-
nificant) component of the triple . The other two

components change accordingly, based on the three equations
set in (12).

E. Knowledge Determination and Updating

The user knowledge of domain concepts changes (increases)
during the user interaction with the system. Consequently, the
user model also changes to reflect the current user understanding
of the teaching domain. The main principle for gathering infor-
mation about the user knowledge is checking tests results and
analyzing visits to the learning units.

For describing the knowledge a particular user has about a do-
main concept, we use the linguistic variable concept knowledge,
which can take three values. If we expand them with two quanti-
fiers (partially and completely), we get the following five values,
which the linguistic variable concept knowledge can take: com-
pletely learned, partially learned, completely known, partially
unknown, and completely unknown (note that partially known
could be partially learned or partially unknown, and is already
covered in one of those terms).

1) Model Initialization: The user model is initialized using
the results of a short pretest, which each new user is required to
take. The user knowledge of each concept is considered com-
pletely unknown at the beginning, which corresponds to a triple
of membership functions (1,0,0), as described in (11). After
the pretest, the values are updated and the concepts that were
correctly answered in the pretest become completely learned
with corresponding triple (0,0,1). Thus, each domain concept
becomes either completely learned or remains completely un-
known.

2) Model Updating: Tests are used for checking how well
a particular concept is learned and a set of corresponding test
questions is provided for each learning unit. The most signifi-
cant changes in user knowledge of the domain can be recorded,
when the user takes the test associated with the learning unit.

After the user passes the test on one domain concept, this
concept becomes learned. If the test questions are not answered
satisfactorily, the value of the variable concept knowledge does
not change. A new value of membership function for a set
of learned concepts is calculated based on the user answers
to the test questions. It is assigned regardless of the previous
knowledge level for this particular concept.

We also update the user model after each visit of the learning
unit. In particular, first visits to units and visits to units which
describe still not learned concepts have the biggest influence on
the change of the user knowledge.

After the user visits a learning unit, the linguistic variable
concept knowledge for the concept that is explained in the vis-
ited unit is estimated to be known to the extent that the sup-
portive and essential prerequisites of the concept are known or
learned.

A new value of membership function for a set of known
concepts is first set to 1 for this concept. Then it is modified
based on the values of the prerequisites. If some of the essential
prerequisites are still unknown, the value of decreases. If
some of supportive prerequisites are not unknown, the value of

increases.
This can be applied only to the concepts that are not learned,

meaning their value of the membership function for a set of
learned concepts equals zero .
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3) Knowledge Value Propagation: Because the domain con-
cepts are interrelated, we can also infer knowledge values of
some concepts. This way, the knowledge of essential prerequi-
site concepts is deduced from the demonstrated concept knowl-
edge. After every change of the value of concept knowledge for
a domain concept, an inferring mechanism (knowledge value
propagation) is triggered that updates the values of all essen-
tial prerequisite concepts of this concept. The knowledge value
propagation algorithm is based on six rules in natural language
and works recursively on all essential prerequisite concepts,
until it reaches the basic concepts that have no prerequisites.
The changes in the value of one concept are thus reflected in
the values of all other concepts that are essential prerequisites
to this concept.

As we use five linguistic terms (completely learned, partially
learned, completely known, partially unknown, and completely
unknown) for describing the concept knowledge, we can pro-
duce 25 linguistic rules regarding two related concepts and

. These rules determine the new knowledge level of
an essential prerequisite concept based on the demonstrated
knowledge of the concept . Because some of the rules can be
merged, we end up with the following six.

Rule 1: If the concept is unknown and the concept
is completely unknown, the concept remains un-
known.

Rule 2: If the concept is not unknown (is learned or com-
pletely known) and the concept is not learned, the
concept remains learned/completely known.

Rule 3: If the concept is completely unknown and the
concept is known, but not learned, the concept

becomes known.
Rule 4: If the concept is not learned and the concept

is learned, the concept becomes learned.
Rule 5: If the concept is partially unknown and the con-

cept is known, but not learned, the concept in-
creases its value of known.

Rule 6: If the concept is learned and the concept
is learned, the concept increases its value of
learned.

The extent to which the concept becomes known/learned
depends on the values of known/learned for the concept and
the value of the prerequisite relation between both concepts. In
other words, the actual values of membership functions
or are calculated from the values of membership func-
tions or , and . Therefore, the rules can
be described using membership functions for fuzzy sets and

, taking in account the membership function for fuzzy pre-
requisite relation , using product to combine the rules (aggre-
gation), and applying the max function to combine the resulting
values of a membership function (composition).

Rules 1 and 2 do not change the values of , ,
and . For rules 3 and 4, the new values of membership
functions are calculated using (14)

(14)

Fig. 5. Client–server model.

Rules 5 and 6 increase the current value of membership func-
tions, using the following equations:

(15)

In (15), we use the max function for merging the two values
of membership functions, according to our user model, where
the user knowledge of the concept can only increase (never de-
creases). The max function also complies best with the con-
straints from (12).

IV. FUZZY USER MODEL IMPLEMENTATION

The proposed fuzzy user model was also implemented in a
web-based educational system, which offered adaptation based
on the described user model. The system was then tested in a
real learning environment and its performance was evaluated.

The designed educational system is a web-based system and
consists of two parts: the server and the client applications (see
Fig. 5). All servers and clients are connected over the Internet.

On the client’s side, we need only a web browser that supports
Java applets. The client is responsible for forming and updating
the user model during the session.

Server applications are implemented using Java Servlets [30]
that take care of user authentication, processing the pretest re-
sults for user model initialization, and saving the current user
model at the end of the session. Creation and maintenance of
the user model is processed on the client, the server just stores
the current model. This way, the client’s resources are used for
model updating and the network traffic is also reduced.

The system is designed for an arbitrary teaching domain. The
teaching materials reside on web servers in the form of web
documents, each representing one learning unit and describing
one domain concept. They are accessed directly from the client.
Learning units have no direct links to other units (links are sep-
arated from the page content); the interconnectivity of units is
defined through the domain concept graph.

The system adaptation is carried out through different nav-
igation support techniques [7], which help the user in naviga-
tion through the learning material. Navigation deals with the
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Fig. 6. Main window of the system.

problem of how to effectively access a certain hypermedia page
[31] and various navigation support techniques are designed to
help the user in achieving their goal.

The user always has a completely free choice in selecting
learning units. The system only suggests the most appropriate
options and, thus, supports users in their decisions. The user
can select learning units from the table of contents (hierarchical
navigation), lists of links to related units (relational navigation),
using buttons to next and previous units for direct guidance
(linear navigation), or through the index of all domain con-
cepts (concept-based navigation) [29]. The main window of the
system is illustrated in Fig. 6. The table of contents, all naviga-
tion buttons, and the link to the index are in the left-hand frame
of the window. Links to related units are in the lower right-hand
frame. The course contents are displayed in the upper right-hand
frame.

All links are also of different colors, depending on the ed-
ucational state of the unit the link is leading to (color annota-
tion). The educational state of the unit is set depending on the
user knowledge of the concept that the unit describes. Thus, the
unit can be in one of the following states: learned, known, ready
for learning, conditionally ready for learning, or not ready for
learning, colored black, blue, green, orange, and red, respec-
tively. The color annotation is used on all of the links to units:
in the table of contents, in index, and in the lists of links to re-
lated units.

Relational navigation is achieved through the technique of
adaptive link insertion, where the list of links to related units is
composed on the fly and displayed in a separate window below
the unit contents (see Fig. 6).

For each displayed unit, the system dynamically inserts
groups of links to other relevant units, which depend on the
currently displayed unit, the educational state of each unit,
the level of user knowledge of the domain concepts, and the
prerequisite relationships between the concepts. The groups of

links composed in this way do not include all possible links
from the current unit (hiding of links) and arrange links by their
suitability (sorting of links).

Three different groups of links are prepared for each unit. The
first one is a group of links that lead to the next suitable units for
learning. These units are recommended to the user as the next
learning step, because they logically continue the current unit
and the user is already prepared to start learning them (has all
necessary prerequisite knowledge for these units). The second
group contains links to units that explain needed prerequisite
knowledge for the current unit. The user has to learn them be-
fore studying the current unit. In the third group are links to
all units that contain already learned concepts. These units help
users to refresh their knowledge, to better orient in the domain
hyperspace, and to form a cognitive map of the teaching domain.

V. SYSTEM EVALUATION

As our system falls in educational hypermedia domain, we
try to express the benefits of adaptation as an increase in exami-
nation results [32]. Thus, the evaluation of the system builds on
students’ performance in exams after learning with the system.
We prepared different versions of the system to test different
aspects of possible learning improvements. We were interested
mainly in the influence of use of adaptive systems on learning
success. We focused on adaptive link insertion and color anno-
tation of links.

As the described system is just a shell of an adaptive edu-
cational system, we had to integrate the teaching content into
the system, to get a suitable system for testing. Even though an
arbitrary teaching domain could be chosen, we decided on an
“Introduction to Java” course, because of the advantages it of-
fered in developing the learning units and testing the system.
The course is based on the teaching material on the Java pro-
gramming language [33], [34], which is also available on the
web.
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For the evaluation, we prepared three different versions of
the system: a fully functional adaptive system as described in
the previous section (herein marked as version A), an adaptive
system without color annotation (version B), and a nonadaptive
system (version C). The content of the course (learning units)
and the test questions were the same for all three versions. The
overall appearance of the three versions was quite similar; they
differed only in the details that arose from functional differences
between the versions (like the use of colors or displayed list of
links to related units). Version A offered lists of links to related
units as well as color annotation of all displayed links. Version B
differed from version A only in the use of colors—all links were
displayed in black. Version C had neither lists of related links
nor color annotation of links, and the direct guidance always
offered the next unit from the table of contents.

All adaptation in the system derives from the user model.
Hence, both adaptive versions, A and B, depend on the con-
structed user model, which represents the estimated levels of
user knowledge of the domain concepts. The source data for as-
sessing user knowledge are the analyses of self-assessment re-
sults and visited units. This knowledge of the domain concepts
is then converted into visual and functional adaptation of the
system: color annotated links, constructed lists of related links,
and calculated the most suitable next unit to study. We did not
validate the user model accurateness in the study. Therefore, no
data are available on how the fuzzy user model directly con-
tributes to the system’s adaptation. The main advantage of using
fuzzy logic for user modeling in our system lies in easier con-
struction and updating of the model because of the use of lin-
guistic rules and variables.

A group of first year computer and information science stu-
dents, all beginners in the Java programming language, used the
system in our experiment. All students were randomly assigned
to one of the three system versions A, B, or C. First, a short
pretest was given to the students. After using the system for
about an hour, they received a post-test to solve. We collected
the test results of both tests together with navigation paths of the
students and analyzed the gathered data.

A. Analysis of Test Results

The main goal of our experiment was to find out if a way of
learning affects the result of the final exam in any way or, in
other words, if the experimental factor “the use of a particular
version of the system” had any effect on the average score in
the final exam. As other studies [35], [36] show, adaptation can
improve understanding and increase the learning effect. There-
fore, we expected to get better results (higher scores) for the
groups, which used adaptive versions of the system. We ex-
pected that students from groups A and B would perform better
in the final-assessment test, because they had learned the subject
using the adaptive systems.

The experiment was as follows: we tested three teaching
methods (the use of a particular version of the system) on
80 students. The students were randomly divided into three
groups; each group used one of the teaching methods (one ver-
sion of the system). After the process of teaching, we tested the
knowledge of the students and used the results of the post-test
as our experimental data.

TABLE I
POST-TEST RESULTS FOR GROUPS A, B, AND C

TABLE II
ANALYSIS OF VARIANCE ON POST-TEST RESULTS FOR GROUPS A, B, AND C

Because the students were randomly assigned to a group, we
did not expect big differences between the groups in the pretest
results. The analysis of the pretest results [29] confirmed our
expectations: there were no statistically significant differences
between the groups.

On the other hand, we expected that the system version used
would affect the learning and consequently the result of the
post-test. The collected results of the post-test for each group
are summarized in Table I. Groups are marked A, B, and C ac-
cording to the system version used. The columns in the table
show the number of students in the group (Num.), the mean
score of the post-test (Mean), its median (Median), and its stan-
dard deviation (Std. Dev.) for each group and the total. The max-
imum possible score is 17.

The obtained results for each group look quite similar and
the detailed analysis confirms that there are no significant dif-
ferences between the groups. We performed an analysis of vari-
ance (ANOVA) on post-test results (see Table II for details) and
got the F value that is smaller than the critical value F . Hence,
the null hypothesis of no differences between the groups cannot
be rejected, which means that the use of the system version sta-
tistically has no effects on the result of the post-test. The cal-
culations are summarized in Table II. The columns in the table
have the following meanings: the source of variability (between
groups or within groups), the sum of squares (SS), the degrees
of freedom (df), the mean square (MS), the F ratio (F), the crit-
ical F value for 0.05 alpha level (F’), and the percentage of total
variability (%).

As shown in Table II, the variability between the groups pro-
duces only 1% of total variability of data and is therefore irrel-
evant. The obtained results were a surprise to us, because we
expected bigger differences between the groups. A detailed ex-
amination of the collected data revealed the reason for such re-
sults. We supposed that the use of the system versions A and
B implied also the use of adaptation that was integrated in both
systems. After analyzing the user logs, we realized that this was
not the case and that about half of the students did not use any
adaptive features of the systems. Based on this fact, we analyzed
the post-test results from a different perspective: the use of adap-
tive features of the system. The statistical data, summarized in
Table III, show that the mean values are quite different; the dif-
ference is 2.2 points or 13% of the maximum possible score.
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TABLE III
POST-TEST RESULTS REGARDING THE USE OF SYSTEM’S ADAPTIVE FEATURES

TABLE IV
TWO-WAY ANALYSIS OF VARIANCE ON POST-TEST RESULTS REGARDING

THE USE OF ADAPTATION AND GROUPS

However, are the differences in the means significant enough
to be the effect of the use of a particular system version and its
adaptation abilities? The analysis of variance (ANOVA) gives
the answer. We use two-way analysis of variance, because there
are two main effects in the model, the groups, and the use of
adaptation techniques. Table IV summarizes the calculations
and displays the two-way ANOVA results. The first column in
the table denotes the source of variability (adaptation factor,
group factor, adaptation-group interaction).

We see from Table IV that the critical F value (with 5% alpha
level) for the adaptation factor is 3.92, which is much less than
the calculated F value of 14.54. The null hypothesis that there
is no significant main effect for the factor adaptation is thus
rejected. In the second case, the critical F value of 3.07 is greater
than the calculated value of 1.85 and the null hypothesis that
there is no significant main effect for the factor group cannot
be rejected in this case. Similarly, the interaction of both factors
does not affect the data distribution.

Our goal was to estimate the usability of an adaptive system
(i.e., to find out the differences between learning with adaptive
system and learning with nonadaptive system, if any). Hence,
the students from each of the groups A and B were divided ac-
cording to the use of adaptive features of the system into two
subgroups; we marked them A1 (the students that did use the
adaptive features of the system), A2 (the students that did not
use the adaptation), B1 (using adaptation), and B2 (not using
adaptation). The results of the pretest and post-test were an-
alyzed again according to the use of adaptive features of the
system (considering the described four groups A1, A2, B1, and
B2).

Again, the analysis of variance on pretest results showed
no difference between the four groups. On the other hand, the
analyses of variance on the post-test results revealed significant
differences between the groups of users A1, A2, B1, and B2.

The differences are already seen from the means and medians
of the four groups (see Table V): the means (and the medians) of
groups A1 and B1 (the users that took advantage of the adaptive
system features) are much higher than those of groups A2 and
B2 (the users that used the system as a nonadaptive one); on

TABLE V
POST-TEST RESULTS FOR GROUPS A1, A2, B1, AND B2

TABLE VI
ANALYSIS OF VARIANCE ON POST-TEST RESULTS FOR

GROUPS A1, A2, B1, AND B2

average the difference is 2.7 points or 16% of the maximum
possible score.

When performing analysis of variance on groups A1, A2, B1,
and B2, we get the F value of 5.78, which is much greater than
the critical F value of 2.76 (with ). Because the cal-
culated value of F exceeds the critical value, the grouping vari-
able does have an effect on the post-test result and we can re-
ject the hypothesis of the equal means of the populations with
the 0.05 probability of error. This means that there are signif-
icant differences between the four groups and that the use of
a system version and its adaptive features does have a certain
effect on the post-test results. The ANOVA results are summa-
rized in Table VI.

The analysis of variance (F test) shows that overall the groups
are related to the post-test results; thus, multiple comparison
tests of significance have to be used to explore just which groups
have the most to do with the relationship and estimate the size
of the differences.

For post-hoc pair-wise comparison, which compares all pos-
sible pairs of group means, we used Fisher’s least significant
difference test (LSD) method [37] with individual 95% confi-
dence limits (0.05 alpha level). As there are four groups, we get
six comparisons of group means (group pairs). The calculated
critical point is 2.0086. The estimated values of the comparisons
are the differences of means of the two groups. Using the esti-
mated values of the comparisons, the estimated standard error
of the comparison, and the calculated critical point, we can cal-
culate the confidence intervals for each pair of groups (lower
and upper bounds of the confidence interval). The results of the
multiple comparison tests are shown in Table VII.

When we test the hypothesis of equal group means (meaning
the difference of two group means is zero), the confidence in-
terval has to include our hypothetical point (zero) to confirm
the hypothesis. Hence, the hypothesis of equal group means can
be rejected for all those group pairs where the confidence in-
terval does not cover the value zero. There are four intervals
excluding zero, corresponding to the pairs of means A1–A2,
A1–B2, A2–B1, and B1–B2. Differences in these group pairs
can be identified as statistically significant. On the other hand,
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TABLE VII
PAIR-WISE COMPARISON ON POST-TEST RESULTS FOR

GROUPS A1, A2, B1, AND B2

TABLE VIII
QUESTIONNAIRE ON THE SYSTEM

there are no significant differences in group pairs A1–B1 and
A2–B2.

The results of the experiment show that there is a significant
difference in the post-test scores between the users of adaptive
features of the system (groups A1 and B1) and all the others
(groups A2 and B2). There is no bigger difference between the
groups with or without the color annotation of links (groups A1
and A2 compared to B1 and B2).

B. General Usability of the System

In the experiment, beside the measurements of the test re-
sults, we were also interested in general opinion of the users on
the system and its usability. These data were collected using a
questionnaire, where the users gave their subjective opinion on
the system they had used. Table VIII summarizes the answers
to the main questions about the system for the three testing ver-
sions (fully adaptive version A, adaptive version without color
annotation B, and nonadaptive version C). The left-hand column
summarizes the questions and the next columns show the an-
swers, which are expressed either in the percentage of students
that agreed with the question, or as an average grade (from 1 to
5) given by the students. Where the question is not applicable to
the system version, the answer is omitted.

As we can see from the user interface answers, the system
and its navigation seemed easy enough to use. This is proved by
the fact that more than half of the users (55%) needed less than
5 min to get used to the system [29], and the majority (87%)
needed less than 10 min. Most users enjoyed learning with the
system (average score 3.9, but the score is lower for nonadaptive
version C) and would continue to use it in the future (85%). The
percentage of users that would use the system in the future is

much higher for versions A and B (96% and 92%) than for ver-
sion C (65%), indicating the users preferred adaptive versions
of the system.

The system’s general usability grade (4.2 on average) shows
that the prototype is well designed. The majority of users were
excited about the opportunity to simultaneously check the
learning progress with tests (in average 4.6 points out of 5).
The usability of color annotation scored well (4.4), although
the post-test results did not show any particular influence on
the quality of learning. Links to related units scored relatively
low (only 3.6), but this can be the result of the fact that they
were used only by half of the users (56%).

VI. CONCLUSION

Educational hypermedia combines traditional hypermedia
learning through an exploration approach with dynamic adap-
tation to individual user needs of intelligent tutoring systems.
The adaptation is provided through the user model, which
reflects individual user’s features, with their knowledge among
the most important ones.

This paper has described a way for dealing with uncertainty of
user knowledge in educational systems. It is based on fuzzy set
theory: fuzzy sets of domain concepts are used for describing
user knowledge and linguistic rules to update the model. The
model initialization rests on pretest results. During the user’s
work with the system, the model updates according to the unit
visits, test results and propagation of knowledge.

The proposed model was implemented in an educational
system, which was tested on a group of students. The results
showed a positive influence of the adaptive system on user
learning. The users that took advantage of the adaptive features
of the system achieved on average a 26% higher score in the
final examination. This means that adaptation helps to improve
learning results. The color annotation did not show any signifi-
cant effects on learning results, although the users liked it and
found it quite useful.

Beside the examination results, the users’ answers to ques-
tionnaire about the system were analyzed. The educational
system was very well accepted by the students, was intuitive
and easy to use, and the students all enjoyed this alternative
way of learning. Thus, the adaptive system and its adaptation
techniques provide an efficient, easy-to-use tool that supports
users in learning and leads to better learning results.
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